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A B S T R A C T

The origins of genome complexity, as well as the determinants of
genome size, remain widely debated. This thesis shows that chromo-
somal rearrangements are a key factor in the evolution of genome
architecture in terms of size and complexity. In particular, it shows
that genome size and coding fraction are closely linked to the selec-
tion for robustness to chromosomal rearrangements, which is notably
modulated by population size and mutation rate.

We first study the impact of chromosomal rearrangements on the
evolution of bacterial genome architecture. To this end, the thesis relies
on computer simulations and mathematical modeling. In particular,
for the simulations, it relies on Aevol, a software designed to study
prokaryote genome structure evolution, that allows for chromosomal
rearrangements to act directly on the genomic sequence of individuals.
Using Aevol, we are able to show that chromosomal rearrangements
are essential for sustaining long-term adaptation, but also for stabiliz-
ing genome size. This result enables us to show, through large-scale
simulation campaigns, that the pressure imposed by rearrangements
on genome size is modulated by both mutation rate (which mod-
ifies genome robustness) and population size (which modifies the
efficiency of selection for robustness). This result is then confirmed by
a mathematical model showing how these two parameters determine
an equilibrium proportion of non-coding genome.

The second part of the thesis focuses on generalizing the previous
results to eukaryotic genomes. First, it presents a new version of Aevol
developed specifically for the project that entails diploid organisms
with linear chromosomes that reproduce sexually and undergo a
mandatory meiotic recombination event. Using this model, we then
show that eukaryote-like genomes react to changes in mutation rate
and population size in the same way as prokaryote-like genomes.
In the last chapter, we show that the reproductive mode is also an
important determinant of genome architecture, as self-fertilization
leads to more streamlined genomes.

Overall, this PhD thesis presents a new globally coherent and
self-contained framework for understanding fundamental aspects of
genome size evolution, focused on the direct and indirect impact of
mutations, especially chromosomal rearrangements, and how they
affect the future of each lineage. We also show how other parame-
ters, such as the population size and the reproduction mode (asexual,
sexual, self-fertilization), interact with these mutations and modulate
their impact on genome size evolution. Taken together, these results
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contribute to a unifying view of the evolution of genome architecture
and complexity along the tree of life.

R É S U M É

Les origines de la complexité des génomes, ainsi que les détermi-
nants de la taille des génomes, restent largement débattus. Cette thèse
montre que les réarrangements chromosomiques sont un facteur clé
de l’évolution de l’architecture du génome en termes de taille et de
complexité. Elle montre en particulier que la taille et la fraction co-
dante des génomes sont étroitement liées à la sélection de la robustesse
aux réarrangements chromosomiques, et que celle-ci est notamment
modulée par la taille de la population et le taux de mutation.

Dans un premier temps, nous avons étudié l’impact des réarrange-
ments chromosomiques sur l’évolution de l’architecture des génomes
bactériens. Pour cela, la thèse s’appuie sur des simulations informa-
tiques et des modélisations mathématiques. En particulier, pour les
simulations, elle s’appuie sur Aevol, un logiciel conçu pour étudier
l’évolution de la structure des génomes procaryotes, qui permet aux
réarrangements chromosomiques d’agir directement sur la séquence
génomique des individus. En utilisant Aevol, nous avons pu montrer
que les réarrangements chromosomiques sont essentiels pour soute-
nir l’adaptation à long terme, mais aussi pour stabiliser la taille du
génome. Ce résultat nous a permis de montrer, par des campagnes
de simulation à grande échelle, que la pression imposée par les réar-
rangements sur la taille du génome est modulée à la fois par le taux
de mutation (qui modifie la robustesse des génomes) et par la taille
de la population (qui modifie l’efficacité de la sélection pour la robus-
tesse). Ce résultat a ensuite été confirmé par un modèle mathématique
qui met en évidence comment ces deux paramètres déterminent une
proportion d’équilibre du génome non codant.

La deuxième partie de la thèse se concentre sur la généralisation des
résultats précédents aux génomes eucaryotes. Tout d’abord, elle pré-
sente une nouvelle version d’Aevol développée spécifiquement pour le
projet, qui modélise des organismes diploïdes avec des chromosomes
linéaires se reproduisant sexuellement et subissant un événement de
recombinaison méiotique obligatoire. Avec ce modèle, nous montrons
que les génomes de type eucaryote réagissent aux changements du
taux de mutation et de la taille de la population de la même manière
que les génomes de type procaryote. Dans le dernier chapitre, nous
montrons que le mode de reproduction est également un déterminant
important de l’architecture du génome, car l’auto-fécondation conduit
à des génomes réduits.
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En résumé, cette thèse de doctorat présente un nouveau cadre per-
mettant de comprendre les aspects fondamentaux de l’évolution de
la taille des génomes, en se concentrant sur l’impact direct et indirect
des mutations, et en particulier des réarrangements chromosomiques,
et sur la manière dont elles affectent l’avenir de chaque lignée. Nous
montrons également comment d’autres paramètres, tels que la taille
de la population et le mode de reproduction (asexué, sexué, autofé-
condation), interagissent avec ces mutations et modulent leur impact
sur l’évolution de la taille du génome. L’ensemble de ces résultats
contribue à une vision unifiée de l’évolution de l’architecture et de la
complexité des génomes le long de l’arbre de la vie.
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1
I N T R O D U C T I O N

1.1 the paradoxes of evolution

Evolution is the process by which populations and species change over
time: as mutations create heritable variation, natural selection — or
chance — can fix some of this variation. As such, evolution may seem
easy to understand: some individuals have an innate advantage over
others and are better equipped to survive and reproduce, overtaking
the place of less adapted ones. Most high school students have heard
about the evolution of peppered moths during the Industrial Revolu-
tion (Cook et al., 2012) and how the melanin phenotype progressively
replaced the white phenotype due to it being a better camouflage from
predators on soot-blackened trees.

While this evolutionary adaption seems like common sense, evo-
lution often yields unexpected and counterintuitive results that our
minds struggle to grasp and understand. Indeed, evolution is the re-
sult of only three factors: heritable variation (mutations), selection, and
drift — i.e. random change in allele frequency due to chance. However,
each of these three factors is very complex and counterintuitive.

First, there are many types of mutations (substitutions, recombina-
tions, short insertions and deletions, large chromosomal rearrange-
ments, etc.), and they are not always straightforward to detect and
study. Mutations have a gigantic combinatorics, such that the space
of accessible genotypes is huge, and an unexpected innovation is vir-
tually always possible. This has been recently illustrated by Banse
et al. (2024a), showing that even in a constant environment and with
already adapted organisms, chromosomal rearrangements can occa-
sionally bring new innovations. Second, selection is a continuous
process over time and generations: at a given generation, some indi-
viduals are more susceptible to successfully reproduce than others, but
their offspring have to also be able to reproduce to avoid evolutionary
dead-ends. As such, there is selection for phenotypical adaptation, but
there can also be sexual selection pushing in an opposite direction
and second-order selection for robustness or evolvability (Wilke et al.,
2001; Wagner, 2008; Liard et al., 2020). Third, drift also challenges our
common sense, since deleterious mutations can actually reach fixation.
The conditions under which this happens are complex and require a
rigorous theoretical framework. Indeed, mean field approximations
are not sufficient to understand how mutations can reach fixation in a
population, and population genetics relies on complex mathematical
models (Charlesworth and Charlesworth, 2017). Finally, these phe-
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2 introduction

nomena act on vast timescales that are very distant from our human
understanding of time. Thus, many remain in awe at the perfection of
the human eye — often while wearing glasses — or are surprised that
our chickens are the distant relatives of mighty dinosaurs. The pace at
which species and organs evolve is challenging to grasp.

As a result, evolution is not a straightforward process: it pushes in
opposing directions and constantly challenges our intuition. Evolution
even probably shaped the human mind to make us think that evolution
is wrong: cognitive biases are very helpful to make quick decisionsMore details in the

book L’ironie de
l’évolution, by

Thomas C. Durand

and improve survival, but they make it more complicated for us to
stop and think, and to apprehend complex reasoning. Consequently,
deciphering the effects of evolution requires rigorous modeling and
reasoning

As biologists delved deeper into the study of genomes, paradoxes
and apparent inconsistencies accumulated, keeping them unsettled
for years. First, with the discovery of DNA (deoxyribonucleic acid)
and its first measurements emerged the C-value paradox (Thomas,
1971): why is the apparent complexity of an organism not related
to the amount of DNA, which supposedly represents the amount of
information it bears? This paradox was first resolved by pointing out
that, in eukaryotes at least, the genome is mostly non-coding, so the
genome size is not correlated with the number of genes — which
would be the true measure of quantity of information. But then, as
sequencing technologies advanced and after the completion of the first
complete human genome sequence in 2001, the G-value paradox rose
(Hahn and Wray, 2002): why is the number of genes not correlated
with complexity either? How can humans have approximately the
same number of genes as C. elegans? It turns out, complexity is not
easy to define in biology (Adami, 2002), and humans might not be
the most perfect, most complex product of evolution — that would
obviously be the cat.

Other paradoxes are still under discussion, such as Lewontin’s Para-
dox (Lewontin, 1974; Buffalo, 2021; Charlesworth and Jensen, 2022),
which states that the levels of DNA sequence variation in natural
populations are much lower than what would be expected given their
known population sizes. More specifically, quantifying genetic drift
is still a difficult matter. While many proxies can be used, such as
the rate of coalescence, the level of inbreeding, or the variance in the
number of offspring (Waples, 2022), each probably gives different
information on a given population and should be interpreted carefully.
More specifically, quantifying drift is still a difficult matter. Its measure
is the effective population size (Ne), defined as the size of an idealized
population that would experience the same level of genetic drift. How-
ever, the debate on ways to estimate Ne and the information actually
provided by each estimator is still ongoing (Waples, 2022). There-
fore, both genome and population studies show the need for solid
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theoretical work accounting for these complex and counterintuitive
phenomena.

These paradoxes illustrate how biology, and particularly evolution,
can be difficult to grasp. It makes us think against ourselves and
question pre-established beliefs or common-sense knowledge to reach
new understandings of complex phenomena. To me, that is the beauty
of evolution: it teaches us a disciplined way of thinking that we should
impose on all our interactions with the outside world.

In this introductory chapter, I will first describe the main concepts
of evolution (mutation, selection, and drift), then turn to genome
studies and address the evolution of genome architecture. Finally, I
will present chromosomal rearrangements as a major force of genome
architecture evolution and discuss the necessity of models to study
them and their impact on genome architecture.

1.2 mutations , selection and drift, the three forces of

evolution

Evolution is the product of variation in the heritable genomic infor-
mation through mutations, and fixation of variants through natural
selection (when adaptive) or drift.

1.2.1 Genetic variations

Genetic variation can occur through many mechanisms. First and
foremost, mutations alter the DNA sequence. They can be local (a
substitution changes just one letter of the sequence, a small insertion or
deletion adds or removes a few nucleotides by polymerase slippage),
or very large (chromosomal rearrangements can invert, delete, or
duplicate whole segments of the DNA sequence, following double-
strand breaks of the DNA). Mutations can also change the way the
sequence will be read, without altering directly the sequence itself:
these are called epigenetic mutations. For example, a nucleotide can
be methylated, which typically will prevent gene expression in this
region. While genomic studies have often been restricted to the study
of polymorphism, i.e. to local mutations, this thesis will focus on
chromosomal rearrangements, which are susceptible to bringing very
large variations to populations.

Other mechanisms also contribute to increasing the genetic variation
in a population, such as sexual reproduction — or any exchange of
genetic material between individuals —, and recombination. While
homologous recombination does not create new mutations, it reassorts
existing mutations and can thus form a new genotype that was not
present in the population. Additionally, illegitimate recombinations
are a source of chromosomal rearrangements, i.e. mutations.



4 introduction

1.2.2 Natural selection

Given that several genotypes coexist in a population, some of them
can be linked to more adapted phenotypes and hence have a greater
chance of reproducing and getting fixed in the population: that is the
process of natural selection. It can be positive — fixing mutations that
bring an advantage —, or negative — removing deleterious mutations
from the population. A selective advantage is not necessarily a better
phenotypical adaptation to the environment in the sense of a better
capability to survive, it can also entail differences that hinder survival
but enhance reproductive success through sexual selection — as would,
for example, be the case for the tail of the Indian peafowl. Additionally,
selection acts upon several generations, and there can be second-order
selective effects: a mutation granting a huge reproductive success but
that yield only sterile offspring would not be selected ultimately. An
individual must not only be adapted itself, but also be able to produce
offspring that are at least equally adapted. The evolutionary race of
species is not a sprint but a marathon.

As such, selection can act in different directions at once and its
result can be profoundly counter-intuitive.

1.2.3 Genetic drift

Finally, non-adaptive variations can also get fixed in the population
by chance — that is the process of genetic drift. It depends on the
population size: the smaller the population, the more probable it is for
a neutral or slightly deleterious mutation to go to fixation. Population
genetics show that, in an idealized panmictic haploid population with
only neutral mutations, each mutation has a probability 1

N to be fixed
in a population of size N.

In practice, populations generally do not follow an idealized model.
Their level of genetic drift can be compared using the effective popula-
tion size Ne, which is the size of a population following a Wright-Fisher
model (Fisher, 1923; Wright, 1931) that would display the same evolu-
tionary characteristics and, in particular, the same level of genetic drift.
However, Ne is an abstract value that changes over time (Brevet and
Lartillot, 2021), and it cannot be measured directly but only approx-
imated with different proxies such as the standing genetic variation
or the coalescence time (Wang, 2005; Waples, 2010, 2022). It can be
influenced by many factors, such as the population structure, muta-
tion rate, or environmental changes, that all change the probability
of fixation of new mutations. Computational simulations and mathe-
matical modelling allow us to distance ourselves from the problem of
measuring Ne to focus exclusively on the relationship between Ne and
genome evolution.
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These three forces together shape evolution, and in particular genome
architecture evolution. To understand how genomes evolve, we will
now look at how information is structured on them.

1.3 studying genome : a multiscale problem

Genomes are central to the study of biology and evolution. They are
the carriers of information, evolving through mutations, selection, and
drift. Their multiscale nature makes them complex to study: while
part of the information they carry is directly encoded in genes, the way
genes are distributed along the genome or the varying accessibility of
different parts of the genome is also a piece of information that can
evolve (Smolke and Keasling, 2002; Holder and Hartig, 2014). Two
genes sharing a promoter are necessarily transcribed and expressed
together, as is the case in prokaryotic operons (Koonin, 2009). Genes
on the same eukaryotic chromosome have a higher chance of being
transmitted together, and their different alleles can be more or less
linked with one another (Ardlie et al., 2002). As such, genomes are
multiscale and encapsulate information in their sequence, but also
in their structure and macro-organization. While all genomic scales
and their interactions are worth being studied in detail, they received
varying interest from the scientific community over the years.

1.3.1 A historical chromosome scale

Before DNA sequencing, genome structure and mutations could be
investigated by looking at karyotypes and the number of chromosome
pairs (see Figure 1.1). This has been studied in detail at the beginning
of the 20th century, first highlighting mutations in the number of chro-
mosomes (Bridges, 1916, 1921). While those are caused by a simple
non-disjunction of chromosomes at replication, more complex chromo-
somal rearrangements involving sections of chromosomes were also
discovered: translocations (Dobzhansky, 1930), inversions (Dobzhan-
sky and Sturtevant, 1938), duplications (Morgan, 1938), and deletions
(Rick, 1940).

As such, the chromosome scale was already informative and gave
important insights into genetics (Haldane, 1936). Yet, possibilities were
limited without a finer understanding of genetic information. More-
over, most chromosomal rearrangements are lethal, which prevents
them from being studied: only very few of them could be documented
at the time. Sequencing technologies opened a wide range of new
opportunities and, unsurprisingly, shifted the research focus towards
DNA sequence
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Figure 1.1: Example human karyotype. Retrieved March 3, 2025 from the
“Talking Glossary of Genetic Terms.”, National Institute of Health.

1.3.2 The sequencing revolution

Sequencing DNA first allowed the study of parts of genomes, a
few bases at a time. One founding technique that became rapidly
widespread is the Sanger sequencing method (Sanger et al., 1977). It
allows detecting Single Nucleotide Polymorphisms (SNPs) in genes
(Kreitman, 1983; Ravetch and Perussia, 1989), and it has been widely
used until the 21st century, drastically changing how biology was stud-
ied. However, it is limited to short DNA sequences (below 1, 000 bases),
which kept the focus on genes and alleles, overlooking non-coding
DNA and genome architecture.

At the beginning of the 21st century, the first complete human
genome (IHGSC, 2001) and next-generation sequencing methods again
revolutionized biology (Schuster, 2008) by enabling the accumulation
of more and more data on species’ genomes and their phylogenies,
variability within populations, or the discovery of new species from
metabarcoding data (Coissac et al., 2012; Deiner et al., 2017). New
sequencing technologies (long-read sequencing, nanopore, etc.) facili-
tated genome assemblies and the study of gene distribution along the
chromosomes in addition to the gene sequences.

1.3.3 Genome architecture scale

While initial efforts were focused on increasing the speed and reducing
the cost of gene sequencing (development of high-throughput sequenc-
ing techniques), a new and more recent focus has been on elongated
reads (Schadt et al., 2010), facilitating genome assembly. These new
technologies allow a more extensive study of genome architecture and
notably repeated non-coding DNA or duplicated sequences (Treangen
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and Salzberg, 2012; Lin et al., 2021; Liao et al., 2023). The study of
genome architecture is thus still a rising field

Part of the renewed interest in the organization of genomes has been
on the so-called junk DNA (Ohno, 1972; Doolittle, 2013; Palazzo and
Gregory, 2014; Fagundes et al., 2022): the actual content, determinants,
and evolutionary origins of non-coding DNA are still debated (Ahnert
et al., 2008; Gil and Latorre, 2012), and yet it builds up a large part
of genomes. In most eukaryotes, the largest part of non-coding DNA
is composed of Transposable Elements (TEs) (Wessler, 2006). TEs are
mobile selfish DNA sequences that are — or were — able to copy/-
paste themselves within genomes. They are abundant in mammalian
genomes and especially in the human genome (around 45% of the
human genome is composed of TEs (IHGSC, 2001)). TEs seem to drive
genome size with their number (Elliott and Gregory, 2015; Marino
et al., 2024) . They also shape genome architecture as they are not
uniformly distributed along the genome (Quesneville, 2020), although
the forces shaping their distribution are still being debated (Sultana
et al., 2017; Langmüller et al., 2023).

Another important force shaping genome architecture, and probably
itself influenced by genome architecture, is the distribution of recombi-
nation breakpoints. Recombination events break blocks of linkage, i.e.
alleles that are clustered together. The distribution of recombination
points, also called the recombination landscape, is not random and
varies between species (Zelkowski et al., 2019). That distribution can
also evolve: some mutations modify it (as the rec-1 loss of function in C.
elengans (Parée et al., 2024)), and this variation could be selected (Parée
et al., 2025). Recombination events can also be illegitimate — i.e. be-
tween non-homologous regions — and thus provoke changes in gene
distribution and genome content through inversions, duplications, or
deletions. An inversion of part of a chromosome not only changes the
sequence around its breakpoints, but it also changes the wider vicinity
of genes, sometimes with unexpected effects. For example, it could be
deleterious if it breaks a gene’s sequence, but also advantageous if it
enhances the transcription of another gene by changing its location on
the sequence.

The distribution of content in the genome is very important, as
is its physical location in the nucleus, since it can also impact its
transcription and is heavily regulated (Bickmore and Van Steensel,
2013). Indeed, the chromatins of different genome sections can interact
physically together or, in eukaryotes, with other elements of the nu-
cleus (Pombo and Dillon, 2015), and each chromosome has a specific
location inside the cell. As such, there are several scales of genome
organization: information within the sequence, neighborhood on the
sequence, and physical neighborhood in the cell or nucleus.
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In short, genome architecture study is a very wide field, and many
aspects of genome organization can be studied. They all are in interac-
tion with one another, as gene distribution could influence the distri-
bution of recombination breakpoints and linkage blocks, TEs could
drive illegitimate recombinations or phenotypic changes (Schrader
and Schmitz, 2019) or accumulate in recombination-poor regions (Ke-
jnovsky et al., 2009; Kent et al., 2017), etc. Genome architecture should
also be studied in interaction with the sequence scale of genome
information since, for example, inversions change both the macro-
distribution of genes and the sequence around the breakpoints. More
generally, mutations affecting the genome architecture also bring lo-
cal modifications to the DNA sequence, and vice versa as any local
mutations could change the affinity of a sequence with other parts of
the genome. In addition, genome architecture influences the range of
possible effects of mutations, as it influences the risk of a mutation
to affect a gene, as well as the probability of a mutation to occur.
Thus, there are numerous complex interactions between the genome
architecture scale and the sequence scale.

Due to the complexity and intricacy of genome architecture descrip-
tors, a theoretical framework to study genome architecture evolution
should first focus on a few main variables. In this thesis, I will focus
on the coding and non-coding sizes of genomes. They can be di-
rectly linked to the total genome size and coding fraction of genomes,
and they are powerful descriptors of the wide diversity of genome
architectures, as shown in the following section.

1.4 the diversity of genome architectures

Even when restricting genome architecture studies to the study of
coding and non-coding genome sizes, there is a wide diversity of
genome architectures in the Tree of Life, ranging from very small and
compact genomes to large expanded genomes with only a low coding
fraction. This has been notably reviewed by Koonin (2009). The most
obvious dichotomy between two majorly different types of genome
architecture seems to be between eukaryotes and prokaryotes.

1.4.1 Prokaryotes and eukaryotes, differences and similarities

Prokaryotes (archaea and bacteria) and eukaryotes diverged around
two billion years ago (Craig et al., 2023), after around 1.7 billion years
of common evolution (Ohtomo et al., 2014). This means they share
a common ancestor and many similarities — such as the standard
genetic code and the usage of DNA, RNA, and proteins. They all
grow, disperse, reproduce, and mutate. However, they also had much
time to evolve since their phylogenetic divergence, and eukaryotes
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and prokaryotes display distinct genome architectures and apparent
complexity (multicellularity, tissue differentiation, etc.).

Prokaryotes and eukaryotes display unique and different genome
organization features (Koonin, 2009). Prokaryotes’ genomes are orga-
nized in operons, i.e. groups of co-transcribed genes often encoding
for interacting proteins. They are generally short in total genome size
and have a high percentage of coding regions. In contrast, eukaryotes’
genomes are generally big, with a high fraction of non-coding genome,
and they generally do not have operons: RNAs are monocistronic and
are rarely grouped by function. They also display a very conserved
feature: the presence of introns that fragment protein-coding genes,
which are essentially absent in prokaryotes.

At least some of these broad differences could be explained by a
founder effect at their divergence or their discrete differences in charac-
teristics. Indeed, many of the eukaryote/prokaryote differences could
have a considerable impact on their genome evolution. Eukaryotes
undergo meiotic recombinations, during which they provoke double-
strand breaks in their genomes (Cao et al., 1990), reassorting existing
mutations but also triggering new ones (Arbeithuber et al., 2015). Most
eukaryotes also have proper sexual reproduction, which allows TEs to
easily colonize new genomes and which thus changes their dynamics.
Finally, some authors proposed that there is an energetic barrier to
genome complexity that could explain the fundamental differences
between prokaryotes and eukaryotes (Lane and Martin, 2010; Craig et
al., 2023), although this remains heavily disputed (Lynch and Marinov,
2017; Chiyomaru and Takemoto, 2020).

While these profound differences between eukaryotes and prokary-
otes could explain part of the difference in their genome architectures,
it must not be forgotten that the genome architectures of these two
clades also display a significant overlap. Some prokaryotes have self-
splicing intron-like structures, while some eukaryotes are virtually
intron-free. As we restrict our study to the coding and non-coding
genome sizes, it is also worth noting that some eukaryotes are smaller
and have fewer genes than some prokaryotes. Indeed, there is a large
variation in genome size and coding fraction within prokaryotes and
eukaryotes, hinting that the discrete differences between prokaryotes
and eukaryotes cannot entirely explain the differences in genome size
and density. As such, other hypotheses have been proposed to explain
the evolution of genome size, as exposed in the next section.

1.4.2 Evolutionary causes of genome architecture evolution

As stated, genomes evolve through mutations, selection, and drift. Any
of these factors could largely affect genome architecture evolution,
and particularly genome size and coding density.
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Adaptive hypotheses

Selection can act on genome size evolution: according to adaptive
hypotheses, genome size is a trait under selection. It would be limited
to increase the replication efficacy (Kang et al., 2015; Malerba et al.,
2020), and is also tightly linked to phenotypical characteristics, such as
cell and nucleus size (Knight and Beaulieu, 2008), that could be under
direct selection. Yet, the adaptive hypotheses struggle to explain the
vast diversity of genome sizes and coding densities, as they tend to
narrow the range of optimal sizes and have arguably little empirical
support (Lynch, 2007a). Yet, the neutralist/selectionist debate is still
ongoing (Galtier, 2024).

Mutational mechanisms

Mutational patterns undoubtedly have a substantial impact on long-
term genome architecture evolution. The Mutational Equilibrium Hy-
pothesis (MEH) (Petrov, 2001) proposes that mutational biases in
opposite directions — towards deletions for short indels and inser-
tions for larger events — could determine an equilibrium genome size.
More generally, variations in underlying mutational biases between
species could account for the observed diversity in genome sizes. In
particular, eukaryotes are prone to TEs invasions and, therefore, have a
strong insertion bias (Ratcliff, 2024), coherent with their larger genome
sizes. More generally, differences in mutation mechanisms and fre-
quencies can push genome size evolution in one direction or another
(Kuo et al., 2009; Kuo and Ochman, 2009; He et al., 2019; Loewenthal
et al., 2022).

The mutational hazard hypothesis

Another central hypothesis of genome size evolution is that of the
increase of genome size through genetic drift: the Mutational Hazard
Hypothesis (MHH) (Lynch and Conery, 2003; Lynch, 2006b, 2007b).
It postulates that any increase in genome complexity — for example,
through introns, an added layer of gene regulation, or duplicated
genes — is inherently dangerous as it increases the number of tar-
gets for deleterious mutations while keeping the same phenotype
(Lynch, 2006b). Thus, genome size increase would be caused by a
range of slightly deleterious mutations that can go to fixation through
genetic drift. With population genetics arguments, we can conclude
that prokaryotes are protected from substantial genome complexifica-
tion — thus from major increases in genome size — thanks to their
very large population sizes, hence low genetic drift. On the other hand,
eukaryotes would have entered a complexity ratchet and are stacking
non-adaptive complexity because their population sizes are too low
and the purifying selection is not strong enough. In this view, there is
a continuity between the streamlined prokaryotes, the bacteria with



1.5 chromosomal rearrangements 11

large genomes, the unicellular eukaryotes, and the animals and plants
(Koonin, 2009). Although proposed almost 20 years ago, the MHH
has rarely been tested empirically. While some data seem to support
it (Yi and Streelman, 2005; Kelkar and Ochman, 2012; Smith et al.,
2013), others dispute it (Ai et al., 2012; Mohlhenrich and Mueller, 2016;
Marino et al., 2024). Indeed, as it relies on the comparison of very
different clades, the signal is relatively low once phylogenetic inertia
is accounted for.

Finally, genome size evolution mechanisms based on mutations,
selection, or drift are probably not mutually exclusive, further com-
plicating the picture. For example, drift could lead to genome size
reduction instead of genome expansion in prokaryotes (Bobay and
Ochman, 2017), diminishing the role of the different population sizes
of prokaryotes and eukaryotes as an explication factor for their differ-
ences in genome architecture.

The effect of population genetics mechanisms on genome archi-
tecture evolution (Lynch and Conery, 2003; Lynch, 2007b), and their
interaction with mutational pressures (Schaack, 2006; Kuo et al., 2009;
Kuo and Ochman, 2009), have been extensively studied. Yet, major
mutational operators that directly change the genome structure have
been less studied: chromosomal rearrangements.

1.5 chromosomal rearrangements as key mutational

events operating on the genome structure

1.5.1 State of the art on the study of chromosomal rearrangements

While genome architecture and its evolution have been quite exten-
sively documented (Lynch, 2007b; Koonin, 2009), a crucial determinant
of genome structure has been widely overlooked: chromosomal rear-
rangements — also called structural mutations. They refer to mutations
larger than 50 base-pairs that generally act on a segment of sequence
by duplicating, inverting, or deleting it. Chromosomal rearrangements
clearly change the structure of the genome, and yet their long-term
impact on genome architecture in various conditions is mostly un-
charted territory — despite rearrangements being the first observed
mutations at the genomic level (see Section 1.3.1). The sequencing
era relegated chromosomal rearrangements to the background due
to the difficulty of detecting them and the few available variations to
study: most rearrangements are vastly deleterious or lethal and are
thus invisible in the genomic data. Consequently, genomic research
has largely focused on substitutions and their combinations through
recombinations.

Nevertheless, chromosomal rearrangements are ubiquitous through-
out biological organisms: viruses, bacteria, unicellular eukaryotes, and
multicellular life. Nowadays, long-read sequencing enables one to
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detect structural variations between sequences more accurately (Guan
and Sung, 2016; Ho et al., 2020; Ahsan et al., 2023; Chen et al., 2025),
and interest in their study is rising worldwide (Mérot et al., 2020;
Augustijnen et al., 2024). It has also been discovered that chromosomal
rearrangements are much more frequent than previously thought:
there could be as many, if not more, rearrangements as base pair
substitutions in prokaryotes (Wei et al., 2018; Molari et al., 2025). Chro-
mosomal rearrangements are also common in eukaryotes, reaching at
least 10% of the per-base substitution rate (Weissensteiner et al., 2020;
Saxena and Baer, 2025) — not accounting for lethal rearrangements
that would not allow a cell to survive and be sequenced. Yet, chromo-
somal rearrangements are still absent from most models, and there is
little to no theoretical understanding of their impact on genome evolu-
tion (Mérot et al., 2020). They are already known to impact genome
evolution through, for example, the loss of synteny due to inversions
in prokaryotes (Eisen et al., 2000; Koonin, 2009) or through long-term
adaptation (Trujillo et al., 2022), but a cohesive and more general study
integrating their impact on genome architecture evolution is lacking.

1.5.2 How chromosomal rearrangements shape genomes

Chromosomal rearrangements display unique properties that make
them particularly challenging to study and theorize. First, they can be
very large, changing wide parts of the DNA sequence. This forbids as-
suming a constant genome size, a neutral effect of mutations, or other
simplifying hypotheses. Moreover, the space of potential mutations is
huge, as virtually any size of mutation is possible between any two
base pairs on the genome. Consequently, an extensive study of poten-
tial chromosomal rearrangements is not possible — especially since
most of the possible rearrangements are potentially very deleterious,
if not lethal, preventing studying them in lineages or living organ-
isms. As a matter of fact, chromosomal rearrangements are scarce in
lineages, which makes it difficult to generalize behaviors and impacts
on evolution from observations.

Finally, chromosomal rearrangements are highly dependent on the
history. Contrary to substitutions, they are not commutative (Trujillo et
al., 2022). Indeed, the order in which inversions occur can change the
final sequence and, even more obviously, it is not possible to duplicate
a segment that has been previously deleted. Due to these difficulties,
chromosomal rearrangements pose a real conceptual challenge, and
we need modeling tools to grasp how they affect genome evolution
(Mérot et al., 2020) and, more specifically, how they impact genome
architecture evolution.



1.6 modeling chromosomal rearrangements 13

1.6 modeling chromosomal rearrangements and their

impact on genome structure evolution

The very properties of chromosomal rearrangements that make them
hard to theorize also make them hard to model: they can widely
change the genome in a few events, hence also changing the probability
and the effect of future events taking place. Contrary to substitutions,
they are not commutative (Trujillo et al., 2022), and it is also impossible
to model them backward in time along a coalescence process; they
can only be modeled forward in time. Finally, their exact impact on
fitness and evolution is a priori unknown, and potential models cannot
easily rely on existing theories. Consequently, while several modeling
frameworks dedicated to the study of structural variants exist (Lei
et al., 2022), most of them focus on detecting rearrangements in data
or on testing algorithms developed to detect rearrangements. As such,
they do not model the long-term effect of structural variants or their
interaction with fitness and drift (Bartenhagen and Dugas, 2013; Mu
et al., 2015; Qin et al., 2015; Xia et al., 2017).

Other evolutionary simulators not focused on structural variants
are used to study genome evolution more broadly, such as Avida
(Adami, 2006) or SLiM (Haller and Messer, 2023). Both have been
used to study genome structure evolution. For example, Avida has
been used to study gene overlapping (Gerlee and Lundh, 2008) or
the evolution of genome size (Gupta et al., 2016). Avida implements
complex mutational operators that could, to some extent, be compared
to chromosomal rearrangements, but the genome structure of Avid-
ian organisms is very difficult to compare with biological genome
structure. The genome of an Avidian is a computer program, and its
phenotype is the execution of the program. Some parts of the genome
are skipped when located after a jump instruction, hence, they do
not carry any phenotypic information, as they are never read when
the program is executed. However, the “non-coding” nature of these
genome parts is not intrinsic but encoded in the preceding coding
part. This is more comparable to a protein sequence, where certain
parts are folded and not in contact with the substrate, than to junk
DNA. In Avida, no mutation within a “non-coding” part can make it
coding, and thus the Mutational Hazard Hypothesis (MHH) cannot
be easily tested in this framework.

SLiM is quite different as it focuses on biological realism and allows
testing a wide variety of evolutionary scenarios (Haller and Messer,
2023) (with population structure, continuous space, context-dependent
selection, etc.). SLiM can model an explicit genomic sequence, with
coding and non-coding parts, on which mutations will accumulate
forward in time. However, the genome structure in itself cannot evolve
as mutations are point mutations with a pre-defined distribution of
fitness effects. While there are chromosomal inversions, SLiM does not
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model duplications or deletions, and a non-coding part of the genome
cannot become coding and vice versa (Haller and Messer, 2024).

One of the very few models that do account for chromosomal
rearrangements is Aevol — see www.aevol.fr—, a forward-in-time
artificial evolution platform developed by the Beagle Team in Lyon
(France). It proposes an explicit genome sequence, on which RNAs
and genes can be identified and the latter decoded into proteins. This
complex genotype-to-phenotype map allows for great liberty in the
evolution of genome structure: the coding and non-coding parts of the
genome can evolve freely. Duplicating a promoter would create a new
RNA, turning non-coding bases into coding bases, while mutating an
existing one could turn the following coding bases into non-coding
bases. Mutations happen directly on the sequence, without any prede-
fined Distribution of Fitness Effects (DFE): they can destroy existing
genes, duplicate or mutate them, change their expression, create new
genes de novo, or just change the content of the non-coding genome
without any impact on the phenotype. More details on the functioning
of the model and its parameters can be found in Appendix A.

The distinction between the genotype and the phenotype — and
the possibility for any given genotype to be interpreted as a pheno-
type — allows for complex mutational operators such as chromosomal
rearrangements: they act on the sequence, and the new sequence
is then decoded to compute the new phenotype. That phenotype
can then be selected if it is associated with a good fitness: Aevol is
individual-based, each individual having its own genome — hence
its own phenotype and fitness value — and they compete with one
another to populate the next generation. As a result, complex evo-
lutionary behaviors that take into account the population dynamics
can emerge, e.g. genome size can respond to various parameters such
as the population size, the mutation rates of the different types of
mutations, or the environment. As a variation in the genome archi-
tecture, e.g. induced by a chromosomal rearrangement, changes the
range of possible future mutations and their Distribution of Fitness
Effects (DFE), there can be complex feedback loops influencing the
evolution of genome architecture, which is itself under selection.

While Aevol has already been used to study genome structure
evolution (Knibbe et al., 2007a,b; Liard et al., 2020), or chromoso-
mal rearrangements in themselves (Banse, 2023), the specificities of
the interactions between chromosomal rearrangements and genome
architecture were yet unexplored.

As such, this thesis uses Aevol to model and form theories around
the impact of chromosomal rearrangements on genome architecture
evolution. The aim is to characterize the evolutionary forces imposed
on genome evolution through the mere presence of chromosomal
rearrangements.

www.aevol.fr
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1.7 overview of the thesis

In this PhD thesis, I will use computational and mathematical mod-
eling to study how chromosomal rearrangements determine genome
architecture evolution and how their impact is modulated by different
parameters.

The first part of the thesis will focus on prokaryotes-like genome
evolution. Chapter 2 presents a simple experiment with Aevol, high-
lighting the importance of chromosomal rearrangements for genome
architecture evolution. We compare evolutionary trajectories with and
without chromosomal rearrangements and show that these mutations
are essential to sustain long-term adaptation as they reduce the effect
of diminishing return epistasis. Chromosomal rearrangements also
significantly impact genome architecture evolution, as the genome size
grows indefinitely in their absence, while their presence enables a sta-
bilization of the genome size. As such, chromosomal rearrangements
impact both the phenotypical adaptation and the genome structure
evolution. Chapter 3 specifically focuses on the effect of chromosomal
rearrangements on genome size evolution. Experiments in Aevol with
different mutation rates and/or population sizes reveal that these mu-
tations impose a robustness cost to the genomes: as bigger genomes
are more prone to rearrangements, they are less robust. Selection for
robustness to chromosomal rearrangements thus governs genome size
evolution. Since robustness selection is driven by both the popula-
tion size (determining the efficacy of selection) and the mutation rate
(influencing the robustness cost of each additional base pair), this
result opens the way to a formal link between these two parameters
and the evolution of genome structure. Following this, Chapter 4

presents a mathematical model we derived from what we understood
based on previous simulation experiments. This model links chromoso-
mal rearrangements, robustness selection, and genome size evolution.
It generalizes our results beyond Aevol and formally demonstrates
how chromosomal rearrangements can set an equilibrium non-coding
genome fraction. While the mathematical model focuses on prokaryote-
like genomes, we attempted to apply it to eukaryote-like ranges of
parameters. This yields coherent results, which raises the question of
the generalization of our observations on selection for robustness to
chromosomal rearrangements to eukaryotes.

The second part of the thesis will, therefore, turn to eukaryote-like
genome evolution. To this end, Chapter 5 presents a new version of
Aevol developed specifically for the thesis, which is closer to eukary-
otes: this version of the simulator entails diploid organisms with linear
chromosomes that reproduce sexually and undergo a mandatory mei-
otic recombination event (as opposed to haploid organisms with one
circular chromosome that reproduce asexually). Chapter 6 then uses
this new model to run a set of experiments similar to the ones of
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Chapter 3 within a eukaryotic framework. It shows that eukaryote-like
genomes respond to changes in population size or mutation rate in the
same way as prokaryote-like genomes. This confirms that the math-
ematical model of Chapter 4 can be applied both to prokaryote-like
and eukaryote-like values of population sizes and mutation rates and
yield meaningful results. Finally, Chapter 7 studies the impact of the
selfing rate on genome architecture evolution and shows how the
reproductive mode affects the evolution of non-coding genome size
and its variability both within and between populations.

To conclude, this PhD thesis presents a new globally coherent and
self-contained framework that makes it possible to understand funda-
mental aspects of genome size evolution. It focuses on the direct and
indirect impact of chromosomal rearrangements and how they affect
the future of a lineage. It also shows how many parameters, such as
the population size, the mutation rates, and the reproduction mode
(asexual, sexual, selfing), interact with these mutations and modulate
their impact on genome size evolution. Altogether, these results con-
tribute to a unifying view of the evolution of genome architecture and
complexity along the Tree of Life.



Part I

P R O K A RY O T E S

“Animals may be evolution’s icing, but bacteria are the
cake.” (Knoll, 2015)





2
F O RWA R D - I N - T I M E S I M U L AT I O N O F
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I N V I S I B L E B A C K B O N E T H AT S U S TA I N S
L O N G - T E R M A D A P TAT I O N

foreword

The following work is published in Molecular Ecology (Banse et al.,
2024b) and authored by Paul Banse and Juliette Luiselli (co-first au-
thors), David P Parsons, Théotime Grohens, Marco Foley, Leonardo
Trujillo, Jonathan Rouzaud-Cornabas, Carole Knibbe, and Guillaume
Beslon. The paper itself has not been altered to stay true to the citation.
Supplementary Materials have been added as the Appendix A.

In this chapter, we use Aevol to study the impact of chromoso-
mal rearrangements on genome evolution. Aevol proposes a realistic
genome structure, with a complex genotype-to-phenotype map and
complex mutations happening on the sequence without an a priori dis-
tribution of fitness effects; it is thus perfectly appropriate for studying
chromosomal rearrangements. It also allows impossible evolutionary
experiments (O’Neill, 2003). Here, we compare evolutionary trajecto-
ries with and without chromosomal rearrangements to isolate their
impact on fitness and genome architecture evolution, an experiment
that is obviously impossible in real life.

We show that chromosomal rearrangements allow a fast initial ex-
pansion of the gene repertoire through gene duplication but also
reduce the effect of diminishing-returns epistasis in the long term,
as they open new possibilities and largely expand the genotype’s
neighborhood. Chromosomal rearrangements also seem to be linked
to genome size limitation. Indeed, genome size grows indefinitely
in their absence, while their mere presence seems to force a conver-
gence towards an equilibrium genome size. As such, chromosomal
rearrangements appear to be key mutations to understanding genome
architecture evolution.

19
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2.1 introduction

Genomic structural variations occur in all domains of life, including
viruses, prokaryotes and the full range of eukaryotic taxa (Darling
et al., 2008; Alkan et al., 2011; Gao et al., 2017; Cao et al., 2022).
These structural variations include insertions of transposable elements,
recombinations, and chromosomal rearrangements. Although the pre-
cise definition of chromosomal rearrangements varies across refer-
ences (Audrézet et al., 2004; Alkan et al., 2011; Mérot et al., 2020),
they generally refer to inversions, translocations, duplications, and
deletions of DNA segments. Chromosomal rearrangements have classi-
cally been a blind spot of molecular evolution, mainly due to technical
issues linked to short-reads sequencing, but also due to their strong
deleterious effects that can rapidly eliminate them from the popula-
tion (Campo et al., 2004; Rocha, 2006; Kara et al., 2014; Connallon and
Olito, 2022). Nevertheless, recent improvements in sequencing tech-
niques have strongly increased our ability to detect them (Wala et al.,
2018; Ho et al., 2020; Hanlon et al., 2022), and more and more data is
being accumulated regarding their decisive impact on evolution, as
highlighted in the 2019 special issue published by Molecular Ecology
(Wellenreuther et al., 2019). It appears that duplications and deletions
are far from rare in eukaryotes. In some cases, the per locus gene du-
plication rate can be higher than the per nucleotide substitution rate
(Katju and Bergthorsson, 2013), resulting in one gene duplication per
haploid genome every 50 generations in the yeast S. cerevisiae (Lynch
et al., 2008), and every 500 generations in the fruit fly D. melanogaster
(Schrider et al., 2013). In the human genome, many duplications and
large deletions have been identified as causes of genetic diseases or
cancers (Nattestad et al., 2018). In prokaryotes, Richard Lenski’s Long
Term Evolution Experiment (LTEE) has shown the importance of large
scale rearrangements as drivers of genomic plasticity (Raeside et al.,
2014) and innovation (Blount et al., 2012).

While new sequencing techniques and discoveries have shed a new
light on chromosomal rearrangements (Quandt et al., 2015; Ho et al.,
2020), theoretical frameworks have been slow to adapt. Indeed, the
effect of chromosomal rearrangements is generally not addressed in
theoretical articles and textbooks. In most models of evolution, substi-
tutions are still the sole source of variation, with recombination merely
expected to shuffle these variations among individuals (Weissman
et al., 2010). In the rare cases where ectopic recombination is consid-
ered in evolutionary models, its effect is generally limited to gene
permutations or variation of copy number, excluding a priori any effect
on gene sequences themselves (Yancopoulos et al., 2005; Bhatia et al.,
2018). Similarly, inversions are often viewed as just an evolutionary
pathway that prevents recombination, hybridization, and introgression
(Noor et al., 2001), thus keeping specific alleles together (Hoffmann
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et al., 2004; Kirkpatrick, 2010). Nevertheless, the ubiquity of these
rearrangements (Raeside et al., 2014; Wellenreuther and Bernatchez,
2018) calls for more in-depth studies of their potential other effects.

There are several reasons for chromosomal rearrangements not to
be accounted for in classical evolutionary models. First, contrary to
substitutions and InDels that act at the allelic scale, chromosomal rear-
rangements are multiscale events that can modify both the micro- and
the macro-structure of the genome (i.e. the allelic sequences and the
global organization of the genome), while most models simulate genes
as unbreakable units, with different alleles but no explicit sequences
(Yancopoulos et al., 2005; Weissman et al., 2010; Bhatia et al., 2018).

Second, chromosomal rearrangements entail a wide diversity of
complex effects, notably due to their length distribution which spans
several orders of magnitude, from a few base pairs to a substantial frac-
tion of the genome (Darling et al., 2008), contrary to e.g. InDels, which
length distribution is narrower. As a consequence, rearrangements can
significantly modify the genome size, thus changing the overall prob-
ability of another rearrangement, as bigger chromosomes generally
undergo more rearrangements (Kaback et al., 1992; Jensen-Seaman
et al., 2004). As a consequence, successive chromosomal rearrange-
ments should not be considered independent: the occurrence of a
rearrangement is likely to change the rate and DFE of upcoming
events.

The variety and complexity of chromosomal rearrangements makes
it challenging to build a theoretical understanding of their effect on
evolution. In this context, forward-in-time simulations are a promising
tool to observe the effect of rearrangements and unravel their impor-
tance in adaptation to new environments (Mérot et al., 2020). However,
in forward-in-time models – like the well-known SLiM (Haller and
Messer, 2017) –, the effect of mutations is often either an allelic change,
drawn from a predefined DFE, or a positional change of the gene.
This prevents these models from considering any combination of
small- and large-scale effects, and makes it difficult to account for non-
independent events (where some kinds of events modify the DFEs
of others). To overcome these difficulties, a model designed to study
rearrangements should not rely on explicit a priori DFEs. On the op-
posite, the mutations should affect the pre-existing genome sequence,
without regards for the phenotypic effect, which is computed after
the mutation. In this way, the effect of a mutation depends on its
characteristics (type, location, length), but also on the current genomic
structure, the environment and the genotype-to-phenotype map.

Hence, a model designed to study chromosomal rearrangements
should provide an explicit genome with both coding and non-coding
regions, in which rearrangements can happen blindly and have both
direct (when altering coding regions) and indirect (when modifying
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the DFE of the different mutational operators – including rearrange-
ments themselves) effects on fitness.

In this article, we use Aevol, a model addressing these requirements.
Aevol is a forward-in-time simulation platform that emulates the evo-
lution of prokaryotic-like organisms and enables repeated evolution
experiments with adjustable parameters (Knibbe et al., 2007a). Al-
though the model has been presented before (Parsons, 2011; Batut
et al., 2013; Rutten et al., 2019; Liard et al., 2020), recent computational
and methodological improvements have opened up a wide range of
new possibilities for the software. Aevol allows for both local mu-
tations and chromosomal rearrangements of the genetic sequence,
without an a priori DFE. We propose a use-case of the software to
highlight the importance of chromosomal rearrangements in genome
evolution. To this end, we simulate evolution under multiple muta-
tional scenarios of increasing complexity: with substitutions only, with
local mutations only (mutations that can only alter the sequence at the
allelic scale: substitutions, small Insertions and small Deletions), and
with a full range of mutational operators, including local mutations
and chromosomal rearrangements (duplications, deletions, and inver-
sions). Also, in order to test whether chromosomal rearrangements can
generate enough diversity on their own to enable efficient adaptation,
we added a fourth scenario where only chromosomal rearrangements
are present, without any kind of local mutation. These scenarios are
repeated with two types of populations, one starting far from the
fitness optimum and one starting close to it.

Our simulations first show that, when far from the optimum, chro-
mosomal rearrangements are an essential component of evolution,
and even more important than local mutations. Indeed, by the end
of the simulation, populations evolved with solely chromosomal re-
arrangements are far better adapted than populations evolved with
local mutations or substitutions only. Moreover, the simulations also
show that the evolution of genetic structure – including the genome
size – is very different when rearrangements are allowed, emphasiz-
ing their role in the regulation of the amount of DNA (Knibbe et al.,
2007a). Simulations starting close to the fitness optimum confirm the
latter effect, but also demonstrate that, on the long term, chromoso-
mal rearrangements reduce the effect of diminishing-returns epistasis,
defined as the speed at which the marginal improvement of beneficial
mutations decreases at each improvement (Wiser et al., 2013). Taken
together, these simulations emphasize the decisive contribution of
chromosomal rearrangements to long-term evolution, and show the
potential of the Aevol platform to study their evolutionary impact.
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2.2 material and methods

2.2.1 Aevol: a forward-in-time evolutionary simulator with complex muta-
tions

Aevol (https://www.aevol.fr) is a forward-in-time evolutionary simu-
lator that simulates the evolution of a population of haploid organisms
through a process of variation and selection (Knibbe et al., 2007a;
Beslon et al., 2010; Parsons et al., 2010; Frenoy et al., 2013; Batut et al.,
2013). Each artificial organism, similarly to prokaryotes, is asexual,
haploid, and owns a single circular chromosome. The design of the
model focuses on the realism of the genome structure and of the
mutational process. Aevol can therefore be used to decipher the effect
of chromosomal rearrangements on genome evolution, including their
interactions with other types of mutational events.

In short, Aevol is made of three components (Figure 2.1A):

• A mapping that decodes the genomic sequence of an individual
into a phenotype. The genomic sequence of each organism is a
double-stranded cicular binary sequence. Reading this sequence
enables us to identify start-stop locus of transcription and trans-
lation, thus delimiting Open-Reading Frames. These are genes
that are then decoded into proteins, represented by mathemati-
cal functions which sum represents the phenotype. Finally, the
phenotype is compared to an environmental target, and their
difference is used to compute the individual’s fitness value.

• A population of organisms, each owning its own genome, hence
its own phenotype and fitness. These individuals are located
on a grid with one individual per grid cell. At each generation,
the organisms are selected according to their fitness to populate
the next generation. By default the competition is local (each
organism competing with its neighbors), although other selection
modes are possible.

• A genome replication process during which genomes can un-
dergo several kinds of mutational events. These include chromo-
somal rearrangements and local mutations, but no recombination
in the current version. The seven modelled types of mutation
are depicted in Figure 2.1B and comprise three local mutations:
substitutions, small insertions, and small deletions; two balanced
rearrangements (which conserve the genome size), inversions
and translocations; and two unbalanced rearrangements, dupli-
cations and deletions. This allows the user to study the effect of
chromosomal rearrangements and their interaction with other
kinds of events such as substitutions and InDels. The position of
the mutations and the breakpoints of the rearrangements are cho-
sen uniformly along the genome. Hence, longer chromosomes

https://www.aevol.fr
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SUB LM CR CRLM

Local
Mutations

Substitutions (per bp) 3× 10−5 1× 10−5 0 5× 10−6

Small insertions (per bp) 0 1× 10−5 0 5× 10−6

Small deletions (per bp) 0 1× 10−5 0 5× 10−6

Chromosomal
Rearrangements

Duplications (per bp) 0 0 1× 10−5 5× 10−6

Deletions (per bp) 0 0 1× 10−5 5× 10−6

Inversions (per bp) 0 0 1× 10−5 5× 10−6

Total per base pair per generation event rate 3× 10−5 3× 10−5 3× 10−5 3× 10−5

Table 2.1: Mutation rates per base pair per generation for the four muta-
tional scenarios: SUB, LM, CR and CRLM. For mutations affecting subse-
quences (i.e. all mutations but substitutions), this rate corresponds to the
probability to initiate an event at a given locus. Note that the total mutation
rate (per base pair, per generation) is constant across experiments. An addi-
tional scenario (CRLMx2) has been tested to have equal mutation rates for all
kind of events (1× 10−5) between CR , LM and CRLMx2 (see Supplementary
Material, Figure A.4).

can undergo longer rearrangements. By contrast, InDels have a
predefined lengh distribution (1 to 6 bp by default).

Supplementary
Materials for this

paper are included in
the Appendix A.

A detailed presentation of the model is available in the Supplemen-
tary Materials (Figure A.1).

2.2.2 In silico experimental setup: Evolution with limited mutations

Experiment starting from naive individuals

We run 11 replicate simulations for four types of conditions: substi-
tutions only (SUB), local mutations only – substitutions and InDels
(LM), chromosomal rearrangements only – duplications, deletions and
inversion (CR), and both chromosomal rearrangements and local mu-
tations (CRLM). Note that translocations, although possible in Aevol,
are excluded here to have as many local mutations as chromosomal
rearrangements, and so a constant per base mutation rate in our dif-
ferent setups. The median (in terms of final fitness) CRLM run will be
used to start the second set of simulations. The simulations begin with
naive individuals owning a single gene. We want to study lineages
for 1, 000, 000 generations, which is enough to reach a stable genome
with no more large variations in genome size and structure – although
there is still room for adaptation. To this end, we run the simulations
for 1, 100, 000 generations, the last 100, 000 being used to ensure the
survival of the lineage we retrieve.

All replicates share the same population size (1, 024 individuals
on a 32 × 32 square grid), the same environment (a sum of three
Gaussian lobes, see Figure 2.2 and Supplementary Material, Figure A.3)Supplementary

Materials for this
paper are included in

the Appendix A.
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Figure 2.1: The Aevol model. The left panel (A) shows all steps of a gen-
eration in Aevol. (top) Overview of the genotype-to-phenotype map. Note
that the organism shown here is a real organism evolved within Aevol for
1, 000, 000 generations with a typical target. It contains many Open-Reading
Frames on both strands, a large proteome (the set of proteins), and it is well
adapted to its environment (i.e. its phenotypic function — black curve —
is very close to the target function — light red area). (middle) Population
on a grid is fully renewed every generation. Example of a local selection
process occurring with a 3× 3 neighborhood. (bottom) Mutation operators
include chromosomal rearrangements (duplications, deletions, translocations
and inversions – here a translocation and an inversion are shown) and local
mutations (substitutions and InDels).
These mutations are described more precisely in the right panel (B): (top)
Local mutations: substitution (one base pair is mutated to another), small
insertion and small deletion (a few base pairs are inserted or deleted). (middle)
Balanced chromosomal rearrangements: inversion (two points are drawn and
the segment in between is rotated) and translocation (a segment is excised,
circularized, re-cut and inserted elsewhere in the genome). (bottom) Unbal-
anced chromosomal rearrangements: duplication (copy-paste of a segment
in the genome) and deletion (suppression of a segment of the genome).
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and the same selection mode (local competition against the direct
neighbors). The only difference lays in the mutation rates, as shown in
Table 2.1. Importantly, for each condition, mutation rates are equally
balanced between all mutation types and adjusted such that the overall
mutation probability per locus is constant throughout all experiments.
An example parameter file for the CRLM setup is provided in the
Supplementary Material (Figure A.3).

For every simulation, we reconstruct the final lineage by tracking the
ancestry of an individual from the final generation. We then retrieve
the fitness, genome size, coding and non-coding sizes, and number of
genes of all the individuals in this lineage. We also extract all mutations
along the lineage, and record their type and effect on fitness.

Figure 2.2: Initial ancestor (a) and examples of evolved organisms in the
CRLM (b), LM (c) and CR (d) conditions after 1,000,000 generations. The
organism presented in (b) corresponds to the Wild-Type used for the second
step of the experiments. For each organism, there is on the left a visualisation
of its genes localised on the genome. On the right, the proteome shows all the
single proteins, and the phenotype (black curve) is their sum. The grey curve
plotted in addition to the phenotype is the environmental target function, a
sum of 3 Gaussian lobes (2 positives and 1 negative) – see Supplementary
Material, Fig. S3. Finally, f is the absolute fitness value computed from the
difference between the phenotype and the target function.

Finally, along the line of descent of the 11 CRLM experiments we
extracted the 11 individuals at generation 1, 000, 000 and selected
the median one (in term of fitness) to estimate its Distribution of
Fitness Effects (DFE) for each type of mutation. This allows to better
understand the differences between local mutations and chromosomal
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rearrangements in terms of impact on the fitness and chances of
fixation. Note that this individual is the same that to one used to
initiate the second run of experiments (see below).

Evolution from Wild-Types

After 1, 000, 000 generations, individuals are well-adapted to their en-
vironment, especially in the CRLM experiments. They can be used
as Wild-Types to start new experiments. Here, the median CRLM
experiment (in terms of final fitness) is used to initialize new clonal
populations to test evolution from a well-adapted genome in the four
mutational scenarios (SUB, LM, CR and CRLM). These populations are
then evolved for another 3, 100, 000 generations to study the impact
of chromosomal rearrangements when individuals are already well
adapted to the environmental conditions. The same processing as for
the first part of the experiments is then performed: reconstruction of
the lineage for 3, 100, 000 generations and analysis of the genomes and
mutations from generation 0 to 3, 000, 000 along this lineage (genera-
tions 3, 000, 001 to 3, 100, 000 being removed to ensure coalescence).

Fitting fitness trajetories

In order to estimate diminishing-returns epistasis, i.e. how fast the
advantage provided by each new beneficial mutation reduces over
time, for each mutational condition, we fit the mean fitness values
along the 11 lines of descent with power laws of type f = (bt + 1)a

where f is the fitness, t is the time in generations (Wiser et al., 2013).
a and b are the parameters to be fitted with a corresponding to the
diminishing-returns epistasis when 0 ≤ a ≤ 1 (a = 1 corresponding
to linear fitness growth without diminishing-returns epistasis) and b
corresponding to an initial fitness growth parameter.

To compute the fit, we use the lmfit Python package with the least
squares method. In order to ease the fitting process, the data points
were sampled once every 1,000 generations.

2.3 results

To investigate the contribution of chromosomal rearrangements to
evolutionary innovation, we compare the evolutionary dynamics of
four sets of runs: SUB, with only substitutions; LM, with only local
mutations; CRLM, with both local mutations and chromosomal rear-
rangements; and CR , with only chromosomal rearrangements. As we
suspect that the relative contribution of chromosomal rearrangements
versus local mutations depends on the distance to the fitness optimum,
we repeated these experiments in two conditions: starting with naive
individuals (see Section 2.3.1) or with pre-evolved ones (WT – see
Section 2.3.2).
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Figure 2.3: Mean variation of fitness (A), genome size (B) and gene number
(C) on the line of descent of the final populations, starting from a naive
individual for the four mutational scenarios. The shaded areas indicate the
variability across the 11 repetitions (standard deviation).
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2.3.1 Local mutations are dispensable when far from the optimum

As shown in Figure 2.2 and Figure 2.3, the evolutionary trajectories
in terms of fitness, genome size and number of genes without local
mutations (CR ) are similar to the evolutionary trajectories with both
rearrangements and local mutations (CRLM), whereas the simulations
without rearrangements (SUB and LM) produce significantly less
adapted organisms, with fewer genes and a smaller coding genome
size despite a greater total genome size.

Strikingly, the end fitness in the CRLM setup is not statistically
different from the CR setup (Mann-Whitney U test, p-value = 0.65),
while both values are highly different from those in the cases without
chromosomal rearrangements (Mann-Whitney U test, p = 5× 10−4).
This result is surprising, given that local mutations are usually thought
to be a major evolutionary force, and would therefore be expected to
provide a boost in fitness when present.

There are also structural differences in the genomes depending on
the set of allowed mutations. First, the dynamics of gene creation is
much slower in the SUB and LM simulations, as could be expected in
the absence of gene duplication. Indeed, in the CRLM setup, a fixed
duplication adds on average 2.58 genes to the genome (for a total
across repetitions of 1, 241 new genes), while all other mutations stand
below 0.05 per fixed mutation (for a total of 388 new genes for all
other mutations). However, we observe that the genomes evolved in
the CRLM setup achieve a similar fitness but with fewer genes than the
ones in the CR setup, highlighting that local mutations are better than
chromosomal rearrangements at fine-tuning existing genes. Chromoso-
mal rearrangements and local mutations also have different effects on
genome size. Indeed, in the presence of chromosomal rearrangements
(CR and CRLM), genome size sharply increases at first, before slowly
reducing and stabilizing around 3, 000 bp. On the contrary, in the LM
setup, genome size never ceases to grow all along the experiment,
although at a slow pace. This is caused by the fixation of more small
insertions than small deletions (see Figure 2.4B). Ultimately, genomes
evolved under the LM setup are longer than genomes evolved under
the CR and CRLM setups but they contain much fewer genes, resulting
in a larger proportion of non-coding DNA (see Figure 2.2).
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Figure 2.4: Fitness contribution and number of mutations fixed during the
initial evolution from naive individuals (A) Contribution of each type of
mutation to the total fitness gains, measured as the sum of the change in
fitness of each mutation on the line of descent of the final best individuals,
starting from naive individuals. Histograms show the mean values across
the 11 repetitions, and the bars show their standard deviation. Reverted
mutations (mutations which effect on fitness was exactly compensated by
the following one) were filtered out to reduce noise. Fitness increase in the
SUB simulations are negligible at this scale. (B) Number of non-neutral and
non-reverted mutations fixed for the different mutation types and for the
four conditions, normalized by the number of mutations occurring (L× µ,
with L the genome size), on the line of descent of the final best individuals,
starting from naive individuals. Histograms show the mean values across
the 11 repetitions, and the bars show their standard deviation.

Finally, comparing the SUB and LM setups shows that the dynamics
of de novo gene creation is similar in both conditions, but that the
fitness of the LM simulations increases much faster than the fitness
of the SUB ones. This shows that InDels do not facilitate de novo gene
creation but that once a gene is present on the genome, they facilitate
its evolution, hence reaching higher fitness.

To better understand the origin of these differences, we first look at
the contribution of each mutation type to the end fitness. We computed
the total gain of fitness per mutation type along the ancestral lineage
during the 1, 000, 000 generations of each experiment (Figure 2.4A).
Interestingly, although CRLM are much fitter than LM, it is still the
local mutations that contribute the most to the overall fitness gain in
CRLM. Local mutations are crucial to evolution, and it is not surprising
that they are the most impactful. However, the difference between SUB,
LM and CRLM shows that their potential is only fully unleashed when
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chromosomal rearrangements are also present and create a substrate
that local mutations can then finely tune.

Figure 2.5: Distribution of Fitness Effects (DFE) of the different types of
mutation, on the median individual of the CRLM experiment, after 1, 000, 000
generations when starting from a naive individual. For each mutation type,
1, 000, 000 mutants were generated, except for the substitution, which were
exhaustively tested. The selection coefficient is computed as s = fmutant

fparent
− 1.

Lethality is defined as s < −0.999, and neutrality as s ∈ [−0.001, 0.001]. The
detailed DFE is presented in Supplementary Material (Fig. S2). Interestingly,
there is no advantageous substitutions available, showing that the population
has reached a local fitness optimum for these mutations. However, as shown
by supplementary Fig. S2, a few beneficial InDels and a few beneficial
segmental duplications are available, although they are not frequent enough
to be visible here.

The number of non-neutral mutations fixed along the line of de-
scent (Figure 2.4B) shows that rearrangements, although rarely fixed
compared to local events and hence almost invisible in the phylogeny,
favor the fixation of beneficial local mutations. This is consistent with
the dynamics of gene number shown on Figure 2.3C: by allowing for
the recruitment of more genes, rearrangements increase the number of
potential mutational targets on which local events can have an effect,
hence favoring the fixation of more favorable local events.

The very rare fixation of rearrangements compared to the fixation
rate of local mutations can be better understood by looking at the
Distribution of Fitness Effects (DFE) for each type of mutation (see
Figure 2.5). Duplications and deletions have a very broad effect and
can disturb, delete or imbalance essential genes: they are therefore very
often lethal (in approximately 95% of cases here). Local mutations, on
the other hand, have a smaller chance of disrupting an essential gene,
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as they affect a restricted section of the genome. They are more often
neutral or "simply" deleterious, and lethal only in less than 40% of
cases. Finally, inversions have two breakpoints while local mutations
have only one, and are therefore more lethal than local mutations
(80%), but, as inversions are balanced rearrangements, they are less
likely to be deleterious than duplications or deletions.

2.3.2 Chromosomal rearrangements sustain long-term adaptation

When starting from a wild-type individual, whose gene repertoire has
already evolved, the advantage of gene duplication over de novo gene
creation vanishes, and we can study more subtle interactions between
local mutations and chromosomal rearrangements. Here we initiate
experiments from clonal populations of the median CRLM individual
evolved in the previous set of experiments and follow their evolution
for 3,000,000 generations in SUB, LM, CRLM and CR conditions.

Figure 2.6A shows that the four conditions result in very different
dynamics of genome size. While the genome size of CR and CRLM
experiments is quite stable, as observed at the end of the previous
experiments, in LM conditions the genome size increases continuously
during the 3 million generations of the experiment. At first sight,
this result may seem contradictory, as the genome size is much more
likely to vary in the presence of long segmental duplications/deletions
than in the sole presence of small InDels. This shows the complex
effect of chromosomal rearrangements in regulating genome size, and
highlights the difference between InDels and rearrangements in doing
so.

As expected, when looking at the fitness gain along the 3 million
generations of the experiment (Figure 2.6B) the difference between the
mutational scenarios is not as marked as what was observed when far
from the optimum, at least for the LM, CR and CRLM scenarios. Yet,
the SUB scenario still clearly lags behind in terms of fitness, showing
again that substitutions alone are not sufficient in fine-tuning genes.
In the four conditions, fitness improves all along the experiment, al-
beit with a clear diminishing-returns epistasis in the SUB, LM and
CRLM conditions. Following Wiser et al. (2013), we used power-law
curve fitting to estimate the amount of diminishing-returns epistasis
in the four conditions (black lines on Figure 2.6B). Results show that
diminishing-returns epistasis is higher in the SUB and LM conditions
than in the CRLM conditions (aSUB = 0.2; aLM = 0.4; aCRLM = 0.5 –
see Methods, Section 2.2.2) which, in the long run, advantages the
CRLM over the other scenarios. Strikingly, when evolving only with
chromosomal rearrangements (CR scenario), populations show no
diminishing-returns epistasis throughout the duration of the exper-
iment (aCR = 1.5 > 1). This contrasts with the other conditions and
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allows the CR populations to catch up with the SUB and LM ones,
despite an initial disadvantage.

Figure 2.6: Temporal changes in genome size and fitness in evolution
started from the WT. (A) Mean change in genome size on the line of
descent of the final populations, for the 11 repetitions and the 3 conditions.
All simulations started from the same Wild Type with a genome length of
3394 bp (Figure 2.2.b) and evolved for 3,000,000 generations. The shaded
areas indicate the variability across repetitions (standard deviation). (B)
Relative fitness variation on the line of descent of the final population,
starting from a Wild Type. The shaded areas indicate the variability across
repetitions (standard deviation). Black curves show the fitted power laws
for the mean fitness values of the four sets of simulations (see Methods,
Section 2.2.2). The fitted parameters are: aSUB = 0.2, bSUB = 7.0× 10−7 ,
aLM = 0.4, bLM = 1.8× 10−6 ; aCR = 1.5, bCR = 2.0× 10−7 , aCRLM = 0.5,
bCRLM = 1.5× 10−6.
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Figure 2.7: Fitness contribution and number of mutations during the
evolution from WT individuals (A) Contribution of each type of mutation
to the total fitness gains, measured as the sum of the change in fitness of each
mutation on the line of descent of the final best individuals, starting from
WT individuals. Histograms show the mean values across the 11 repetitions,
and the bars show their standard deviation. Reverted mutations (mutations
which effect on fitness was exactly compensated by the following one) were
filtered out to reduce noise. (B) Number of fixed non-neutral and non-
reverted mutations per generation for the different mutation types per million
generation, normalized by the number of mutations occurring (L× µ, with
L the genome size), on the line of descent of the final best individuals,
starting from WT individuals. Histograms show the mean values across the
11 repetitions, and the bars show their standard deviation.

As previously, we measured the total fitness effect and the number
of non-neutral mutations fixed along the lineage for the different types
of mutation and for the four mutational scenarios (Figure 2.7A and
Figure 2.7B respectively). As already noticed when starting far from
the optimum, this shows that chromosomal rearrangements, although
very rarely fixed in the lineage, have a dual contribution to fitness.
While, in the CRLM, fixed rearrangements have a small impact on
fitness on their own (Figure 2.7A), they contribute to increasing the
number of favorable substitutions. Indeed, substitutions and InDels
are more likely to be favorable and fixed in the CRLM populations
than in the LM populations and almost as likely – for the substitutions
– as in the SUB ones (Figure 2.7B). This leads to a sustained evolution-
ary dynamics, despite rearrangements being almost invisible in the
phylogeny owing to their very low fixation probability.
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2.4 discussion

It is widely admitted that genomes evolve under the combined pres-
sure of a large variety of mutational operators, including of course
substitutions and InDels but also chromosomal rearrangements (Mérot
et al., 2020; Berdan et al., 2021b). However, models of genome evolu-
tion almost exclusively focus on the former, the latter being generally
ignored owing to their difficult modelling and their apparent low
frequency in phylogenies that could suggest a moderate impact com-
pared to other events. A direct consequence is that the contribution of
chromosomal rearrangements to the evolutionary dynamics is largely
overlooked. Indeed, while substitution-based epistasis is largely rec-
ognized and quantified in several model systems (Olson et al., 2014;
Bank et al., 2015; Starr and Thornton, 2016; Diss and Lehner, 2018), the
epistatic effect of rearrangements is, with very few exceptions (Blount
et al., 2012), terra incognita.

Here we used Aevol to simulate genome evolution under several
conditions characterized by an increased mutational diversity but a
constant overall mutational rate (see Table 2.1). We completed these
experiments by testing evolution under the exclusive pressure of
chromosomal rearrangements, in order to estimate their capacity to
generate enough variation to allow sustained evolution. This enables
an experimental (though simulated) exploration of the consequences
of chromosomal rearrangements on the evolutionary dynamics. Specif-
ically, we analyzed the results of the simulations with a focus on two
levels: genome structure, which is likely to be largely impacted by
rearrangements, and individuals’ fitness.

Regarding the evolution of genome structure, our results show
two clear differences when genomes evolve with (CRLM and CR
simulations) or without (SUB and LM simulations) chromosomal
rearrangements. First, they confirm the well-established theory of
evolution by gene duplication (Zhang, 2003; Kalhor et al., 2023): in
our simulations, rearrangements are essential for the rapid acquisition
of a large gene repertoire, and duplications are the main cause of
increase in gene number (see Section 2.3.1). Indeed, gene number
rapidly increases in the very first thousands of generations for CR
and CRLM (Fig. Figure 2.3C), and this process of gene recruitment
is maintained throughout the simulation, though at a lower pace. On
the opposite, lineages evolving without rearrangements only acquire
a limited gene repertoire (see Figure 2.3C).

In a less intuitive way, our simulations show an important contribu-
tion of chromosomal rearrangements to the stabilization of genome
length during evolution. Indeed, Figure 2.3B and Figure 2.6A show
that, after an initial burst of genome size at the very beginning of the
evolution (corresponding to the phase of fast gene acquisition through
duplications), CR and CRLM lineages quickly undergo a reduction of
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their genome size (while preserving their gene repertoire – see Fig-
ure 2.3B and C). Continuing the simulation for 3 million generations,
we see that genome size varies very little thereafter (Fig. Figure 2.6A).
This dynamic contrasts sharply with that of the LM lineages, which
show a steady increase in genome size, both when starting far or
close to the optimum. This sustained growth of genome size under
the sole pressure of InDels advocates in favor of the mechanism of
border-induced selection, which has been recently conceptualized by
Loewenthal et al. (2022). Indeed, despite their spontaneous mutation
rates being equal, the probability of fixation of neutral insertions is
slightly higher than the probability of fixation of neutral deletions,
due to interference with gene borders (Loewenthal et al., 2022): a
small insertion close to a gene is most often harmless, while a small
deletion at the same point can impact a gene if the size of the dele-
tion is larger than the distance to this gene. In the absence of other
constraints on the genome size, this bias leads to a steady genome
growth, as we observe on Figure 2.3B and Figure 2.6A. Strikingly, in
the presence of chromosomal rearrangements, this bias is not visible
anymore, showing that rearrangements generate an evolutionary pres-
sure that prevents genome growth. As already proposed by Knibbe
et al. (2007a), deleterious chromosomal rearrangements lead to selec-
tion for robustness, favoring smaller genomes as these undergo fewer
rearrangements than longer ones. This hypothesis is sustained by the
low rate of fixation of chromosomal rearrangements (Figure 2.7B): they
are largely filtered-out by purifying selection, suggesting that they
have a strong robustness effect. The low number of fixed rearrange-
ments, due to their high lethality, (Figure 2.5) questions the concept
of mutation rate. Indeed, by measuring mutation rates on a live pop-
ulation, a bias is introduced towards non-lethal mutations. This bias
has been observed in the case of substitutions (Wang et al., 2012) but
we hypothesize that this could be even more important in the case of
genome rearrangements, and models should take into account that
spontaneous mutation rates could be very different from observed
and fixed ones.

The influence of chromosomal rearrangements on fitness evolution is
also very different depending on whether the simulations start far from
the optimum (hence requiring them to acquire new genes) or close to
the optimum (with a gene pool already acquired but that can still be
optimized). In the former situation, lineages evolving in the presence
of chromosomal rearrangements have a much higher fitness than those
evolving with only substitutions, or even with all local mutations
(Figure 2.3A). This confirms that, in such a situation, gene duplication
has a decisive contribution (Zhang, 2003; Kalhor et al., 2023), enabling
both the CR and CRLM lineages to largely overcome the LM and
the SUB lineages. Strikingly, lineages evolving with chromosomal
rearrangements only (CR ) perform almost as well as those evolving
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with both chromosomal rearrangements and local mutations (CRLM).
This illustrates the multiscale nature of chromosomal rearrangements
that can both enlarge the gene repertoire through large duplications
but also optimize gene sequences by reorganizing them through e.g.
inversions. This is coherent with Trujillo et al. (2022) which modeled
inversions in simpler evolutionary setting and showed that, given
enough time, inversions allow reaching higher fitness peaks than
substitutions. Interestingly, the fitness of the SUB lineages (that evolved
under the sole pressure of substitutions) is much lower than the
fitness of the LM lineages (that evolved through substitutions and
InDels) despite a very similar dynamic of gene recruitment. This
confirms that small insertion and small deletions are decisive operators
when the evolution of protein sequence is concerned, as they can
add/remove codons when substitutions can only mutate existing ones
(Vakhrusheva et al., 2011; Leushkin et al., 2012).

When starting close to the fitness optimum, the differences be-
tween the experiments are more subtle, except when substitutions are
the sole mutational operator, in which case fitness gains are much
lower than in the three other conditions (SUB curve on Figure 2.6B),
highlighting the importance of the diversity of mutational operators
(Berdan et al., 2021b). In all experiments, the dynamics of fitness is
similar to what can be observed in vitro, for example in experimental
evolution with bacteria (Wiser et al., 2013; Wang et al., 2016b), or yeast
strains (Wei and Zhang, 2019): simulations show a sustained fitness
gain all along the experiment albeit with a more or less pronounced
diminishing-returns epistasis. Inspired by Wiser et al. (2013), we esti-
mated the diminishing-returns epistasis in these different conditions,
and showed that, in the long run, chromosomal rearrangements reduce
diminishing-returns epistasis, hence enabling sustained evolutionary
dynamics. It is known that clonal interference could also induce dimin-
ishing return (Wiser et al., 2013). However, as the population size and
global mutation rates are the same in all our simulations (CR , CRLM,
LM and SUB), we assumed clonal interference had similar effect in all
simulations Moreover, as shown by Figure 2.7A, the effect of rearrange-
ments is mainly indirect: they have a small effect by themselves but
potentiate other factors. Indeed, in the CRLM lineage, substitutions
have a larger impact than in the SUB and LM lineage. This suggests
that rearranged sequences open new targets to substitutions, hence
increasing the probability to fix beneficial local events (Figure 2.7B).
Finally, as Figure 2.7B also shows, this effect is due to a very low
number of fixed rearrangements. Hence, while rearrangements sustain
long-term adaptation by reducing the effect of diminishing-returns
epistasis, they are almost invisible in the phylogeny.

When quantifying the diminishing return, a striking result was the
apparent accelerating evolution in the CR populations (aCR > 1). We
hypothesize that this is due to the low fixation rate of chromosomal
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rearrangements (Figure 2.7B). As CR populations undergo only re-
arrangements, fitness comparatively evolve by bigger steps but with
longer waiting times between mutations, and this creates an initial lag
in the fitness gain (Figure 2.6B), hence the appearance of acceleration.
Now, the number of possible rearrangements for a given genome is
much larger than the number of possible local events (it is indeed
mainly linked to the number of breakpoints to be chosen for a given
type of event: one for local mutations, two for inversions and deletions,
three for duplications – see Figure 2.1B). A direct consequence is that,
contrary to substitutions and InDels, rearrangements neighborhood
cannot be explored in a reasonable time, hence the lower diminishing-
returns epistasis observed on the duration of our simulations when
rearrangements are allowed. Further, exploring this question, e.g. by
estimating the contribution of each type of rearrangement to the
phenomenon, is a very promising research direction opened by our
results.

Overall, our simulations show that chromosomal rearrangements
have both a direct (through gene duplications) and an indirect (by
potentiating the effect of local mutations) contribution to the evolu-
tionary dynamics. They seem to also act as regulators of genome size,
due to purifying selection against long genomes which undergo too
many mutational events, as already proposed by Knibbe et al. (2007a).
This inverse correlation between mutation rates and genome size has
already been observed in prokaryotes (Drake, 1991; Lynch, 2010), but
for substitutions only. Our results suggest that its main determinant
could be the rearrangement rates. Interestingly, this hypothesis implies
that the regulation of genome size is due to the events that do not go
to fixation in the winning lineage. Hence, despite them being almost
invisible in the phylogeny, chromosomal rearrangements act as a ma-
jor player of evolution by regulating genome size, limiting the effect
of diminishing-returns epistasis, and sustaining long-term adaptation.
Our results also illustrate the potential power of forward-in-time simu-
lators like Aevol to unravel the effect of “non-conventional” mutational
operators. Despite their artificial nature, models mimicking genome
structures and the genotype-to-phenotype map allow deciphering the
impact of the different types of mutation with a limited set of a priori
hypotheses.

All models rely on simplifying assumptions, and ours makes no
exception. However, the interest of modelling is precisely to reduce the
complexity of the system to be studied. Here, studying only a limited
number of mutational operators has enabled us to identify effects that
could have been blurred in a more complex setting. Indeed, our exper-
imental strategy, which relies on a progressive complexification of the
mutational repertoire, has enabled us to uncover profound differences
between chromosomal rearrangements and small InDels, both in the
evolution of genome size and in the adaptation of organisms. Both
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kinds of events may seem rather similar at first sight, but they differ
on two important aspects: first, contrary to duplications that copy pre-
existing genomic sequences, small insertions add random sequences
to the genome. Hence, they cannot duplicate genes, while this process
is central in evolution (Zhang, 2003). Second, even though both types
of mutation add/remove genomic segments to the chromosome, the
distribution of the size of these segments is different: in the case of In-
Dels, this distribution is fixed while in the case of rearrangements, the
distribution depends on the size of the genome. A direct consequence
of this property is that larger genomes undergo more deleterious rear-
rangements, leading to a lower robustness (Knibbe et al., 2007a). In
our simulations, large duplications and deletions, far from randomly
shuffling the genome size as could have been expected, impose a tight
constraint on it.

In the development of the model, we chose to stay close to prokary-
otic genomics. This means that genomes are haploid and circular, and
undergo no recombination. This obviously prevents us from studying
the interplay between structural variation and recombination and its
potential effect on speciation and on the fate of chromosomal rear-
rangements (Berdan et al., 2021a). We also chose to study a limited
set of chromosomal rearrangements (duplications, deletions, and in-
versions), while many other types of events could be added to the
model (e.g., transposable elements, horizontal gene transfer, etc.). As
for the rearrangements we model, breakpoints are chosen uniformly
on the chromosome, leading to a uniform distribution of rearrange-
ment lengths. This distribution is difficult to estimate in real organisms,
as a large fraction of chromosomal rearrangements are likely to be
lethal (Rocha, 2006). However, experimental studies show that the
rearranged segments can reach lengths of the same order of magni-
tude as the size of the genome (Raeside et al., 2014), hence supporting
our simplifying hypothesis, although the shape of the distribution
in more likely to be geometric (Darling et al., 2008). However, we
choose the simplest hypothesis of random breakpoints so as not to
add additional parameters. We conjecture that our main results hold
even with a geometric distribution of rearrangements, as the tail of
the distribution will indeed grow with genome length. Yet, this could
partly relax the robustness constraints, as they are mostly due to the
longest rearrangements. We therefore expect that the effect of chromo-
somal rearrangements on genome size would hold, although it might
be less pregnant with another distribution.

Our conclusions are drawn from the comparison of the evolutionary
trajectories of different experiments and open up several interesting
perspectives. For example, Aevol also includes several analysis tools,
such as the computation of the distribution of fitness effect for all
mutation types and for all genomes along a lineage, as illustrated by
Figure 2.5. Taking advantage of the perfect record of the mutational
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events, these measures help quantify the evolutionary forces at work,
as well as the relative contribution of the different types of mutation
to these forces. As exemplified on Figure 2.4A and Figure 2.7A, the
impact of the different types of mutation on the fitness can easily be
quantified, allowing to estimate the direct contribution of each type
of mutation. Although it would be very computationally demand-
ing, it could be interesting to also quantify the consequences of each
mutation type on robustness and evolvability as this could allow to
estimate their indirect effect and explain how the different types of
mutations interact. Finally, as long as chromosomal rearrangements
are concerned, an obvious prospect is to extend the model to diploid
eukaryote-like genomes with recombination. This would enable explor-
ing the interplay between rearrangements and recombination (Berdan
et al., 2021a).

The experiments we presented here only scratch the surface of what
can be done with Aevol. Indeed, as Table S1 of the Supplementary Ma-Supplementary

Materials for this
paper are included in

the Appendix A.

terial shows, many other experiments can be done, including testing
the effect of mutation rates, mutation biases or population size. Aevol
is available to any team that would like to test hypotheses regarding
the effect of these parameters on the evolutionary dynamics and on
genome structure. Moreover, as the code is open and freely available,
any team can modify it to test some specific mutation type that would
not already be implemented (see Section 2.6). Notably, there are many
ways to be far from the optimum. Here we choose to start with naive
individuals but another approach would be to force environmental
changes. In Aevol this could easily be done by moving the target func-
tion after having adapted organisms to a first environment. This would
enable studying the contribution of rearrangements to evolutionary
rescue. Indeed, a previous study with Aevol has shown that, in the
case of an environmental change, the frequency of gene duplications
is positively correlated with the distance to the optimum (Kalhor et al.,
2023), but the impact of all chromosomal rearrangements could be
studied more in details by limiting the number of possible mutation
types, as we do in the present study. The role of chromosomal rear-
rangements when organisms are confronted to a perpetually moving
target, and so always relatively far from the optimum, could also be
further studied.

Despite the highly artificial nature of our model, our simulations
are consistent with the classical view of evolution: among the variety
of mutational operators, substitutions and small InDels are by far the
most visible adaptive events both in terms of their number (Figure 2.4B
and Figure 2.7B) and their contribution to the fitness (Figure 2.4A and
Figure 2.7A). However, our simulations also show that the scarcity of
rearrangements that we observe in the phylogenies masks an impor-
tant contribution to adaptation. While the vast majority of models and
simulators of molecular evolution still implements a solely allelic view



2.5 acknowledgements 41

of evolution, where rearrangements can modify gene organization
but cannot create new gene sequences, our results suggest that the
innovative potential of rearrangements is not marginal, and that it is
essential to integrate them into population genetics models.
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G E N O M E S T R E A M L I N I N G : E F F E C T O F M U TAT I O N
R AT E A N D P O P U L AT I O N S I Z E O N G E N O M E S I Z E
R E D U C T I O N

foreword

The following work is published in Genome Biology & Evolution (Luiselli
et al., 2024) and authored by Juliette Luiselli, Jonathan Rouzaud-
Cornabas, Nicolas Lartillot, and Guillaume Beslon. The paper itself has
not been altered to stay true to the citation. Supplementary Materials
have been added as the Appendix B.

The previous chapter demonstrated that chromosomal rearrange-
ments are determinant factors of genome architecture evolution, as
their presence was necessary in our experiments to have an equi-
librium genome size. We can conclude from that that chromosomal
rearrangements introduce a unique evolutionary force that acts upon
genome size evolution. To better understand this force, we now try to
modulate it by changing the mutation rate (µ) and the population size
(N). Indeed, as this force is tied to mutations, µ probably influences it.
Additionally, genome size reached a stable equilibrium, which could
therefore be influenced by selection — hence by N.

This chapter thus focuses on the effect of increases in N and µ on
genome size evolution, and shows that both lead to a genome size
reduction. Taking advantage of the approach with simulations, we
highlight that this behavior is explained by the selection for robustness
to chromosomal rearrangements: the evolutionary force contributed
by these mutations is tightly linked to a second-order selection on
the fidelity of the genomic information transmitted to the offspring
along generations. As a result, a larger population size leads to a
more efficient selection and is associated with a reduced genome
size that increases the robustness of the individuals. On the other
hand, a higher mutation rate increases the risk that chromosomal
rearrangements pose, which increases the selective factor of genome
size and also leads to reduced genomes. Both mechanisms are robust
to potential mutational biases, including deletion biases, showing that
the relationship between the strength of drift, underlying mutational
biases, and genome size evolution is not straightforward.

Interestingly, our results also shed light on a new regularity in
genome architecture evolution: while the total genome size depends
on both the population size and the mutation rate separately, the
final coding fraction seems to depend solely on their product. Indeed,
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similar coding fractions have been reached by multiplying either N
or µ by 4, or by multiplying each by 2. This regularity is explored in
more depth in the next chapter.

3.1 introduction

Genome size was one of the first studied genome characteristics (Leth
Bak et al., 1969; Bachmann, 1972), yet its dynamic and causal factors
are still poorly understood. Genome size is hugely variable across life:
from less than 104 base pairs (bp) for viruses (Sanjuán, 2009), to more
than 1011 bp for some plants (Pellicier et al., 2010). It does not correlate
reliably with the number of genes or other variables throughout the
different branches of life (Barow and Meister, 2002; Westoby et al.,
2021).

The observed range of genome sizes is more restricted when study-
ing only bacterial organisms (Westoby et al., 2021), ranging from 105 bp
for intracellular endosymbiotic bacteria (Chong et al., 2019) to 107 bp
for some myxobacteria (Schneiker et al., 2007). Bacterial genomes are
mostly dense, and within this domain of life, genome size is loosely
correlated with the number of coding genes (Konstantinidis and Tiedje,
2004; Almpanis et al., 2018). However, the precise determinants of
bacterial genome size are still unknown, as it is still impossible to
accurately predict the total genome size from the number of coding
genes or from other genomic characteristics (Petrov, 2001; Barow and
Meister, 2002; Choi et al., 2020). Part of the determinants of genome
size are likely to be highly lineage-specific and linked to the ecolog-
ical or evolutionary history of the lineages (Martinez-Gutierrez and
Aylward, 2022). Nevertheless, it has been argued that at least a part of
the observed variation may be due to universal mechanisms, linked to
population genetics and molecular evolutionary processes (Lynch and
Conery, 2003; Lynch, 2007a). In particular, it has been suggested that
population genetics mechanisms could explain the reductive evolution
observed in several bacterial strains (Lynch, 2006a). However, among
the shortest bacterial genomes, one can find two types of bacteria
which have very different ecological environments and evolutionary
history: endosymbionts such as Buchnera aphidicola (Moran and Mira,
2001) and free-living marine bacteria such as Prochlorococcus marinus
(Dufresne et al., 2005) or Pelagibacter ubique (Mathur, 2005). Strikingly,
both types of bacteria lie at the two extremes of bacterial population
sizes, questioning the mechanisms that led to genome reduction (Batut
et al., 2014; Martínez-Cano et al., 2015; Wernegreen, 2015).

Buchnera aphidicola, and endosymbionts more generally, are charac-
terized by very small effective population sizes (Ne) and high mutation
rates (µ). Endosymbiosis also generally entails the introduction to a
new stable environment and very close interactions with the host
(Moran, 1996; Mira and Moran, 2002). These many complex factors
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result in decaying genomes, smaller in total size and with fewer coding
genes than those of average bacteria (Heddi et al., 1998). Endosym-
bionts have typically lost both coding and non-coding genomic content
(Moran and Mira, 2001; Wernegreen, 2002), maintaining a coding frac-
tion on the order of 85% (Ham et al., 2003), which is quite typical for
bacteria (Kuo et al., 2009).

In sharp contrast, free-living marine bacteria such as Prochlorococcus
marinus or Pelagibacter ubique also have reduced genomes (Mathur,
2005; Batut et al., 2014), but are believed to have very large effective
population sizes (Marais et al., 2008; Martiny, 2013; Giovannoni et al.,
2014), although that is an ongoing debate (Chen et al., 2022; Filatov and
Kirkpatrick, 2024). Noticeably, in their case, genome size reduction is
primarily contributed by the loss of non-coding sequences rather than
coding sequences (Mathur, 2005; Batut et al., 2014). This phenomenon
is called streamlining and could indicate a very effective selection
(Wolf and Koonin, 2013; Giovannoni et al., 2014). Many hypotheses
have been proposed to account for genome size reduction and the as-
sociated changes in genome architecture in such free-living organisms:
adaptation to a nutrient-poor environment or to other abiotic factors,
the Black Queen hypothesis, or high mutation rates (Koskiniemi et al.,
2012; Morris et al., 2012; Batut et al., 2014; Ngugi et al., 2023).

Both endosymbionts and free-living marine bacteria thus show a
marked reduction in genome size, linked to an increase in mutation
rate (Bourguignon et al., 2020) but, strikingly, also linked to either an
increase or a decrease in effective population size Ne. Indeed, while
some observations link the decrease in genome size to the increase in
random drift (Moran, 2002; Andersson, 2005; Kuo et al., 2009), this
is not consensual among the scientific community since a long-term
reduction in Ne is also thought to increase genome complexity and
genome size: the increase in genetic drift would cause the fixation of
slightly deleterious duplications, which would be more frequent than
slightly deleterious deletions (Lynch and Conery, 2003; Lefebure et al.,
2017). The balance between insertion and deletion rates and spectra
may also play a role in genome size evolution (Petrov, 2002) and dele-
tion biases in particular are believed to contribute to the small genome
size of prokaryotes (Ratcliff, 2024). Overall, this suggests that a specific
study focusing on the interaction between various mutational biases,
variations in mutation rate and variations in effective population size
is needed.

In this study, we focus on determining the impact of both an in-
creased mutation rate and a change in population size on genome
size evolution. However, mutation rates and population sizes are diffi-
cult to estimate. The effective population size is also highly variable
through time, such that it is not totally obvious which long-term aver-
age is relevant at the macro-evolutionary scale (Brevet and Lartillot,
2021; Müller et al., 2022). For that reason, many comparative analyses
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have relied on somewhat indirect proxies, such as life-history traits
(Gunbin, 2007; Romiguier et al., 2012; Figuet et al., 2016). However,
the precise quantitative relation between these proxies and effective
population size is difficult to assess. Moreover, the very different liv-
ing conditions and potential mutational biases of the bacterial species
that have undergone genome reduction introduce many confounding
factors. To avoid these pitfalls, we choose to turn to simulation, which
allows us to control all the parameters (population size, mutation rate,
and mutational biases) and the magnitude of their variation. It also
ensures that no other factor than the ones investigated will impact
the phenomenon under study. Hence, we can gain a theoretical under-
standing of the relationship between the different factors at stake and
genome size reduction.

In silico experimental evolution provides tools to study genomic ar-
chitecture in detail (Adami, 2006; Hindré et al., 2012; Batut et al., 2013).
For our study, we need a framework that provides coding and non-
coding genomic compartments which can vary independently, and
with arbitrary underlying mutational biases for the deletion/insertion
balance. Then, running simulations in a perfectly controlled environ-
ment covering a broad range of population sizes N and mutation rates
µ makes it possible to investigate the conditions and mechanisms lead-
ing to genome size reduction. We will hence use Aevol, a simulation
platform that provides an explicit genomic structure where both the
coding and non-coding genome can evolve freely. Aevol emulates the
evolution of bacteria and enables replicated and controlled in silico
evolution experiments with known and fixed parameters (Knibbe et
al., 2007a; Banse et al., 2024b). It provides an ideal tool to uncover
links between genome size and either population size or mutation rate,
as the experimenter perfectly controls these parameters. Throughout
the experiments, fitness, genome size, and amounts of coding and
non-coding bases are monitored to study the evolution of genome
architecture and the response of genome size to changes in µ and N.

Our results show that both an increase in N or µ lead to genome
size reduction, regardless of the underlying mutational bias. However,
both conditions lead to very different genome structures, as a high µ

reduces both the coding and non-coding compartments while a high
N reduces only the non-coding compartment. Surprisingly, they both
lead to a similar coding proportion when increased by the same factor,
such that N × µ appears as a key compound parameter determining
this proportion. To understand this result, we measured both the phe-
notypical adaptation and the replicative robustness of the genomes, i.e.
their capacity to transmit faithfully their phenotypes to their offspring.
Indeed, while the per-base mutation rate is constant within each of our
experiments, the genome-wide mutation rate varies with genome size,
and the impact of the mutations depends on the genome structure and
the type of mutation. Therefore, replicative robustness is tightly linked



3.2 results 47

with genome size and coding proportion. We show that the observed
variations in genome size and structure are due to the interaction
between selection for phenotypical adaptation to the environment and
selection for robustness.

3.2 results

We perform our experiments using Aevol, a forward-in-time evolu-
tionary simulator (Knibbe et al., 2007a; Banse et al., 2024b). Aevol
is an individual-based model which includes an explicit population
and in which every organism owns a double-stranded genome. It
uses an explicit genome decoding algorithm directly inspired by the
central dogma of molecular biology to compute the phenotype, and
thus the fitness, of each individual based on its genomic sequence.
As Aevol also includes a large variety of mutational operators (in-
cluding substitutions, InDels, and chromosomal rearrangements), this
non-parametric genotype-to-phenotype map allows for changes in
the genome architecture (genome size, coding density, overlapping
genes or operons, etc.), without assuming a predefined distribution
of fitness effects. Indeed, in the model, it is possible to reach similar
fitnesses in many ways, by adjusting the number of genes, their loci,
their lengths, or the intergenic distances, hence the total amount of
non-coding DNA. In Aevol, genes are typically created by duplication-
divergence (Kalhor et al., 2024), but they can also be deleted, and some
may emerge de novo. Hence, the impact of a given mutation highly
depends on the preexisting genome structure, which can in turn be
indirectly selected (Knibbe et al., 2007a). Aevol therefore allows study-
ing changes in size and structure of genomes in response to changes
in population size and mutation rates.

Our experiments start from five “Wild-Type” (WT) lines, each hav-
ing evolved for 10 million generations within a population of 1, 024
individuals and a mutation rate of 10−6 mutations per base pair for
each mutation type: substitutions, small insertions, small deletions,
duplications, deletions, translocations, and inversions. There is no
underlying mutational bias: the insertion and deletion of bases are
equally probable. The five WTs display stable genome structures (with
small random variations, as exemplified by cases N0 and µ0 on Fig-
ure 3.1 and Figure 3.2) although they still slowly gain fitness by fixing
rare favorable mutations (see case N0 on Figure 3.5A). Their fitness
and genomic characteristics are displayed in Section 3.4.2, Table 3.1.
In our experiments, these WTs are used as founders of new popula-
tions, which are confronted with new evolutionary conditions for 2

million generations. In parallel, these same WTs were evolved in the
same conditions they first evolved in, providing perfect control experi-
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ments. We compare the fitness, genome size, and genome structure of
populations that evolved in new conditions with those of the control
populations. Finally, we repeat part of these experiments with WTs
that evolved with either an insertion or a deletion bias to understand
how an underlying mutational bias might impact our findings.

Figure 3.1: Total (A), coding (B) and non-coding (C) genome size variation,
and final coding fraction (D), after 2 million generations. For each of the 5

WTs, 10 replicas were performed under a constant mutation rate (µ0 = 10−6

per base pair for each type of mutation) with 5 different population sizes
(N0 = 1, 024 being the control population size).

3.2.1 Genome size evolution following a change in population size and
mutation rate.

Change in population size

In the absence of mutational bias, increasing the population size by
a factor of 4 or 16 results in a reduction in the total genome size
(see Figure 3.1A). Yet, this change does not impact the coding and
non-coding parts of the genome proportionally: while the size of the
coding compartment is barely affected (see Figure 3.1B), the non-
coding genome size is greatly reduced (see Figure 3.1C). As a result,
the coding proportion of the genome increases (see Figure Figure 3.1D).
Conversely, reducing the population size by a factor of 4 or 16 increases
the total genome size (Figure 3.1A) by increasing greatly the non-
coding genome size (Figure 3.1C). In the extreme condition N0/16,
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the coding genome size is also slightly reduced (Figure Figure 3.1B).
As a result, the coding fraction of the genome is drastically reduced
(Figure 3.1D).

Change in mutation rate

In the absence of mutational bias, increasing the mutation rate dras-
tically reduces the total genome size (see Figure 3.2A). Thus, at first
sight, population size and mutation rate seem to have a similar effect
on genome evolution. However, in the details, the effect of these two
variables on genome structure appears to differ, as the reduction now
occurs in both the coding and non-coding genomic compartments (see
Figure 3.2B and C). Both are nevertheless not proportionally affected
by the decrease in mutation rate, which affects more strongly the
non-coding part of the genome, such that the final coding fraction
of the genome increases with µ (see Figure 3.2D). Altogether, these
results show that streamlined genomes, denser and shorter than their
ancestors, can result from either an increase in population size or in
mutation rate.

Figure 3.2: Total (A), coding (B) and non-coding (C) genome size variation,
and final coding fraction (D), after 2 million generations. For each of the
5 WTs, 10 replicas were performed under a constant population size (N0 =
1, 024 individuals) with 3 different mutation rates: the control µ0 = 10−6

mutations per base pair for each type of mutation, 4× µ0 and 16× µ0.

Notably, and despite the very different dynamics displayed in the
two experiments, a 4-fold increase in N or in µ results in the same
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final coding proportion of approximately 80%. The same is true for
a 16-fold increase (88%). To further investigate this result, we con-
ducted additional experiments to observe the combined effects of a
simultaneous modification in both N and µ.

Linked effect of population sizes and mutation rates

Figure 3.3 shows the variation in the total amount of DNA, coding
size, and non-coding size, as well as the variation in coding fraction for
several combinations of changes in N and µ (note that, in the panels
of Figure 3.3, the bottom line and the central column respectively
correspond to the values presented in Figure 3.1 and Figure 3.2).

Figure 3.3: Amount of DNA (A), coding size (B), non-coding size (C) and
coding fraction (D) for the different combinations of µ and N tested, after 2

million generations. For each of the 5 WTs, 10 replicas were performed for
each tested set of conditions. Control conditions (N = 1, 024 and µ = 1.10−6)
are outlined in black. For the combination of both the highest mutation
rate and the largest population size, only the median was tested due to
computational limitations, which is indicated by a (*).

Overall, as N increases, the total amount of DNA decreases, what-
ever the value of µ (see Figure 3.3A). A higher µ also leads to a
reduction in the total genome size, whatever the value of N. However,
the effect of population size and mutation rate differ when considering
the coding size of the genome: specifically, the coding size increases
with N but decreases with µ (see Figure 3.3B). This is countered by
the change in the non-coding size of the genomes (see Figure 3.3C),
which strongly decreases with both N and µ and drives the overall
change in genome size.
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The interplay between N and µ results in a surprisingly constant
coding fraction across the different constant values of N × µ (see
Figure 3.3D). Indeed, we observe that under constant N × µ, and al-
though these two factors taken individually have changed in different
proportions, the coding fraction remains constant: 80% when N0 × µ0

is multiplied by 4 compared to the control conditions, and 88% when
N0× µ0 is multiplied by 16 (see Figure 3.3D). Although the coding frac-
tion does slightly vary (from 68% to 63%) for the most extreme tested
configuration (N0/16 and 16µ0), the diagonal of constant N0 × µ0 also
displays an almost constant coding fraction (Figure 3.3D).

However, strikingly, the total genome size as well as the coding
and non-coding genome sizes vary greatly, even for similar coding
densities (Figure 3.3B, C, and D). For densities of 63% and 65%, the
total amount of DNA can be almost halved (from 13, 821 bp to 7, 561
bp) by going from N0/4 and 4µ0 to N0/16 and 16µ0 on the same
diagonal of constant N× µ. Conversely, we can reach similar values of
genome size (11, 300 bp) despite important differences in the coding
percentage (80% when µ is multiplied by 4, and 87% when N is
multiplied by 16). Altogether, these results show that a large range of
genome sizes and structures (here corresponding to coding densities)
can result from a combined variation in both the population size N
and the mutation rate µ.

3.2.2 Mutational biases change the equilibrium genome size, but not the
role of N and µ

As genome sizes are generally thought to be heavily impacted by
mutational biases, we control whether the effect of population size
and mutation rate we observed is affected by either a deletion or
an insertion bias. To this end, we evolved 5 Wild-Type organisms
with either an insertion bias (twice as many duplications than large
deletions), or a deletion bias (twice as many large deletions than
duplications). The rates of all other types of mutations, as well as the
sum of all mutation rates, are the same as in the previous experiments.
As expected, the equilibrium genome sizes and coding proportions of
these Wild-Types is affected by the balance between large deletions
and duplications, with an average genome size of 11, 623 bp in the
presence of a deletion bias and 16, 350 in the presence of a duplication
bias (instead of 14, 046 bp without any bias). The coding proportion is
also affected: 0.78 and 0.61 respectively, instead of 0.69. This shows that
the genome size and structure are, as expected, strongly influenced by
the underlying mutation biases (Kuo and Ochman, 2009).

We then confronted the median (in terms of genome size) WT of
each condition to changes in population size (multiplied or divided by
4) or mutation rate (multiplied by 4) for 10 replicas. Similarly to what
is observed without bias, an increase in N reduces the non-coding
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genome size only, while an increase in µ reduces both the coding
and non-coding genome (see Figure 3.4). Notably, a decrease in N
increases the non-coding genome size even in the case of a deletion
bias, although an insertion bias greatly amplifies this effect. As a result,
and despite the strong mutational biases, we observe that multiplying
either the population size or the mutation rate by the same factor
leads to a genome compaction in similar proportions (the final coding
fraction being 0.85 vs. 0.88 in the case of the deletion bias, and 0.78
vs. 0.77 in case of the insertion bias respectively). Therefore, although
mutational biases influence the equilibrium genome sizes and struc-
tures, they do not fundamentally change how the genomes react to
variations in population size or mutation rate. In other words, our sim-
ulations show that mutational biases only determine the equilibrium
set point around which population size and the overall mutation rate
then modulate the genome size and structure. Similar experimentsSupplementary
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were run with biases in InDels and are presented in the Section B.2.

Figure 3.4: Change in coding and non-coding genome sizes in reaction to
changes in N or µ for the different mutational biases. Blue boxes show the
results with a mutational bias (left: insertion bias, right: deletion bias), and
gray boxes show the results without mutational bias. Depicted values are the
ratio of the coding/non-coding sizes at the final generation over the value at
generation 0.

3.2.3 Robustness selection as the explanatory mechanism

We observed that two distinct processes, triggered by an increase
in either population size or mutation rate, can lead to genome size
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reduction in our experiments. However, both have different effects on
coding and non-coding sequences: while an increased µ reduces both
the coding and non-coding genome sizes, increasing N reduces only
the non-coding genome size.

We propose that these observations can be explained by an interplay
between selection for phenotypic adaptation to the environment (here-
after called direct selection), and selection for replicative robustness
(hereafter referred to as indirect selection). More specifically, we define
the replicative robustness of an individual as its ability to transmit its
fitness to its offspring. It hence corresponds to the proportion of off-
spring that did not acquire new deleterious mutations. This depends
both on the number of mutations occurring at replication (which in
turn depends on genome size) and on the probability for a given mu-
tation to be deleterious (usually called mutational robustness (Wilke
and Adami, 2003)), which depends on the intertwining between the
kind of mutation and the genomic architecture. In our case, wild-type
organisms are very well adapted to their environment, thus most
mutations will be deleterious if they affect the coding part of the
genome. This is particularly true for chromosomal rearrangements,
which can affect large genomic segments (Knibbe et al., 2007a; Banse
et al., 2024b). Conversely, beneficial mutations are extremely rare. We
therefore approximate the robustness of our organisms by measuring
the proportion of their offspring that have the exact same fitness, i.e.
that underwent no mutations or only neutral mutations.

A more robust individual has more chances to pass on its genomic
information accurately than a less robust one, thus enabling its lineage
to better maintain its fitness in the long term and to outcompete other
lineages in which deleterious mutations would accumulate at a higher
rate. This results in an indirect selection for replicative robustness. We
recall that replicative robustness depends both on the probability for
a given mutation to be neutral (hence on the fraction of non-coding
sequences in the genome) and on the mean number of mutations
undergone by the genome at each generation (hence on the genome-
wide mutation rate). Here, while the per base mutation rate is constant
within each experiment, the total amount of DNA, and hence the
genome-wide mutation rate, varies and can thus be indirectly selected.
By contrast, direct selection depends only on the content of the coding
compartment, the size of which is likely to be positively correlated
with the level of phenotypical adaptation (at least in our model).
As a result, indirect selection for robustness favors shorter genomes
with a lower coding fraction, while direct selection for phenotypical
adaptation maintains or even increases the coding size of the genome.

The efficacy of both direct and indirect selection increases with pop-
ulation size, since some deleterious mutations that were quasi-neutral
for a low N can become effectively counter-selected in the context
of a high N, changing the balance of beneficial vs deleterious fixed
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mutations. To quantify this effect, we measured the robustness of the
individuals at time 2, 000, 000 in the simulations without mutational
biases. Figure 3.5A and Figure 3.5B show that the increase in selection
efficacy induced by the increase in population size indeed induces
both an increase in fitness (due to direct selection) and an increase in
replicative robustness (due to indirect selection). In terms of genomic
structure, a more efficient direct selection (i.e. a weaker random drift)
is thus expected to increase the coding genome size, and a more ef-
ficient indirect selection is expected to decrease the overall genome
size. The combination of both these effects leads to a decrease in the
non-coding genome size, and maintenance of the coding genome size,
as exemplified by Figure 3.1B and C. Conversely when the popula-
tion size is reduced, the increased drift leads to the loss of coding
sequences and inflation of the non-coding compartment (Figure 3.1B
and C). This reorganization of the genome structure is associated with
a loss in robustness (Figure 3.5B).

Figure 3.5: Fitness gain (A) and Robustness (B: overall and C: by mutation
type) at the end of the simulations, for different population sizes N and
without mutational biases. Robustness is defined as the proportion of neutral
offspring. The mutation rate is fixed to 10−6 per base pair for each type of
mutation.

In Aevol, genomes undergo different types of mutations that can be
roughly grouped into local mutations (substitutions, InDels) and chro-
mosomal rearrangements (duplications, deletions, inversions, translo-
cations). Both kinds of events don’t have the same effect on robustness.
Figure 3.5C shows the change in robustness induced by the differ-
ent types of events. It shows that the loss and gain in robustness
are driven by chromosomal rearrangements. In contrast, local muta-
tions (substitutions and InDels) do not have a significant effect on
robustness.

In the case of an increased mutation rate, things are very different:
a sudden increase in µ results in an immediate drop in robustness
at the beginning of the experiments (Figure 3.6A). As the proportion
of offspring that bears mutations rises with µ, we go from an initial
robustness of 92% for µ0, to 71% for 4µ0, and only 26% for 16µ0.
In these new conditions, organisms are no longer able to transmit
their genome to the next generation without deleterious mutations,
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and thus the indirect selection for robustness becomes temporarily
stronger than the direct selection for phenotypical adaptation. Indeed,
features that would not be accurately inherited cannot be selected.
This indirect selection for robustness leads to the fixation of mutations
that drastically decrease genome size, even at the cost of a loss of
fitness for the individuals (see Figure 3.6B): the only lineages that
survive in the long term are those that have undergone a decrease in
genome size, allowing them to reduce their per-genome mutation rate,
thus regaining some robustness (see Figure 3.6C). Once the robustness
has increased sufficiently, direct selection for phenotypical adaptation
can resume and the fitness starts to increase again (see Figure 3.6B).
Interestingly, organisms manage here to continue to lose some coding
base pairs while increasing their fitness, probably thanks to global
genome restructuring allowing for a more compact encoding of the
phenotype, for example through overlapping genes. This dynamic is
very different from when N is increased (and so the initial robustness
is unaffected), as shown by Figure 3.6D, E, and F.

Figure 3.6: Robustness, fitness, and genome architecture across generations
for µ = 1.6× 10−5 (16 µ0) per base pair for each mutation type and N = 1, 024
(N0) (top row, panels A, B, and C) and N = 16, 384 (16 N0) and µ = 1× 10−6

(µ0) per base pair for each mutation type (bottom row, panels D, E and F).
Lines represent the mean values across the 50 simulations, and the shaded
areas represent the standard deviations.

Notably, robustness does not reach values as high as that observed
before the increase in mutation rate and stays below 50%. Indeed,
the genome size could not be divided by 16 while keeping a good
enough phenotypical adaptation, and the selection for phenotypical
adaptation becomes stronger than the selection for robustness as soon
as some organisms can pass on their genomic information reliably
enough.
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The interplay between direct and indirect selection can therefore
explain both types of genome size reduction: affecting both coding
and non-coding compartments (although not proportionally) when
caused by an increased mutation rate, and restricted to the non-coding
compartment when caused by an increased population size.

3.3 discussion

We found that, in our experiments, genome size reduction can be
caused by an increase in population size, mutation rate, or both, even
in case of mutational biases. These two factors can nevertheless be dis-
tinguished, as they have different effects on the coding and non-coding
sequences of the genome. Their combination in various proportions
can create a broad range of alternative patterns of genome size and
coding density. In particular, by playing independently on mutation
rate and population size, our model can reproduce the two extreme
but different cases of genome size reduction that are seen in some
endosymbionts and cyanobacteria. As an example, Prochlorococcus mari-
nus is known to have lost both some parts of its coding and non-coding
genome, although in different proportion such that its coding density
has increased (Dufresne et al., 2005; Batut et al., 2014; Giovannoni et al.,
2014). In our model, this would correspond to a population undergo-
ing an increase in population size and a slight increase in mutation
rate, which is coherent with the scientific literature on Prochlorococcus
marinus (Hu and Blanchard, 2008; Marais et al., 2008), although the
large effective population size of this species has been recently debated
(Chen et al., 2022; Filatov and Kirkpatrick, 2024). On the other hand,
Buchnera aphidicola has conserved its coding proportion but greatly
reduced its total genome size (Moran and Mira, 2001), which could be
explained in our model by an increase in mutation rate and a decrease
in population size, in similar proportions. This suggests that indirect
selection for shorter genomes through robustness selection could be a
key factor playing on genome evolution (Wilke et al., 2001; Gabzi et al.,
2022), and especially on the evolution of genome size and structure.

Our observations confirm those made by Lynch and Conery (2003),
namely that an increased genetic drift, here associated with a de-
creased population size, increases the genome size. Our results also
point towards an equilibrium genome size: a sufficient number of
genes makes it possible to fine-tune the phenotype to the environment,
but the genome also has to be short enough to prevent the degener-
ation caused by an excess of chromosomal rearrangements (Knibbe
et al., 2007a; LaBar and Adami, 2020). Increasing the mutation rate or
the population size displaces this equilibrium toward shorter genomes,
either through a more efficient genome purification of non-coding se-
quences (when increasing N) or a loss of both coding and non-coding
sequences to recover a minimal level of robustness (when increasing
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µ). Of course, mutational biases (regarding the balance between inser-
tions and duplications versus deletions) also play an important role in
determining the equilibrium genome size. In particular, deletion biases
have been suggested as one main reason explaining why bacterial
genomes remain small (Mira et al., 2001). However, we show here
that, because of the indirect selection for robustness, a deletion bias
is not needed to prevent a runaway inflation in the size of genomes.
Instead, selection for robustness provides a counteracting force that
increases with genome size, eventually offsetting any underlying bias
in favor of insertions or duplications. Importantly, this indirect selec-
tion was not postulated in the model but emerged spontaneously in
the simulations.

We propose an evolutionary mechanism consisting of a trade-off
between direct selection for phenotypical adaptation and indirect se-
lection for replicative robustness. In this respect, mutations appear to
be a weak selective force, as pointed out by Lynch (2007b). However,
the emphasis was previously on the mutational targets contributed by
genomic features, such as introns. Here, we emphasize another aspect,
which seems to have been overseen thus far: any non-functional DNA
represents an additional target for initiating macroscopic mutational
events that can eventually impact the coding genome. This mecha-
nism requires no additional hypotheses and is very general. It should
therefore be pervasive in the living world.

Sung et al. (2012) have observed that, in real populations, the mu-
tation rate scales negatively with both the population size and the
amount of coding DNA. They propose that this is a consequence of
selection for lower per-base mutation rates induced by the amount
of coding DNA. Here, thanks to the use of fixed mutation rates, we
have shown that the mutation rate can select the amount of DNA,
including both the coding and non-coding compartments. This points
towards the per-genome mutation rate being the relevant value, which
can evolve due to changes in genome size and per-base mutation rate.
This calls for further experiments in which both the genome size and
the per-base mutation rate would be allowed to evolve, to study their
relative speed of adaptation and their contribution to the variation of
the per-genome mutation rate.

Although our main focus was on the final equilibrium reached by
the populations after a change in N or µ, our observations are broader
than the end equilibrium as we can observe the temporal dynamics
(Figure 3.6 and S3 to S15). In particular, we observe that, when the mu-
tation rate increases strongly, the fitness immediately drops drastically
(Figure 3.6B). This can be related to an error-threshold crossing mech-
anism (Eigen, 1971; Takeuchi and Hogeweg, 2007; Boer and Hogeweg,
2010): individuals can no longer pass on to their descendants all the
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information contained in their genome. They therefore lose fitness, and
the lineage that survives in the long term is the one where genomes
greatly reduced in size in the early phase of the experiment, thus
reducing the number of mutations per replication event and finally
reaching a point at which the information can be passed on reliably.
The detailed aspects of these temporal dynamics could be the focus
of future work. Indeed, it has been shown that genome reduction in
endosymbionts occurred very quickly after the endosymbiosis became
effective (Moran, 2003; Wernegreen, 2015), which is also what we
observed in our data (Figure 3.6).

In our experiments, N × µ stands out as a determining factor of
some (although not all) aspects of genome structure, as isoclines of
identical N × µ values display similar coding densities, even in the
case of reduced genomes or mutational biases. Understanding this
invariant is one of the most exciting perspectives opened by our work.
Its importance has already been highlighted by Schaack (2006) in
organelles, but our results suggest that this joined factor of drift and
mutational pressure is a determinant of genome evolution throughout
the tree of life. Notably, there is a small variation in coding fraction
along N isoclines, which could be due to our use here of population
size (N) instead of effective population size (Ne). Indeed, in our setup,
the competition is local and thus Ne is slightly greater than N, but
this relationship is not linear (see Section B.1). Further versions of theSupplementary
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model could rely on various measures of the effective population size
to reach more accurate predictions, but we believe that our results
can be interpreted nonetheless, as changes in population size and in
effective population size are very similar over the range of population
sizes tested here (see Section B.1).

In order to allow for a fair quantitative comparison between the
effect of mutation rates and population size, the amplitudes of the
variations applied to the two parameters were similar in our experi-
ments. In biological species, the range of variation in mutation rates
is much narrower than the range of variation in effective population
size, as shown by Lynch et al. (2023). Hence, given our explanatory
mechanism, the observed range of variations in genome size is likely
to be driven mainly by changes in N. However, our results show that
µ and N do not play an identical role. Indeed, variations in N change
solely the non-coding size of the genome, while the variation in µ

impacts both the coding and the non-coding sizes. Therefore, even a
small variation in µ compared to a variation in N could be significant
in determining genome architecture trajectories. This highlights that
the correlation of N and genome size is not enough to understand
genome evolution and that µ, as well as any underlying mutational
bias, also needs to be taken into account as a determining factor.
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In this paper, we specifically focused on the effect of the variation
in population size and mutation rates on genome size. Of course, it
does not imply that the mechanism we identified is the only one, and
various additional ones can also impact genome size evolution. For
instance, there can be a limitation in available resources for nucleotide
production, constraining the total genome size (Ngugi et al., 2023).
In the case of endosymbiosis, exchanges can also happen between
the host and the endosymbiont genomes, hence contributing to its
streamlining (Bock, 2017). Recombination could also further compli-
cate the picture by adding a new type of mutation with unexpected
interactions. More importantly, mobile genetic elements, and Trans-
posable Elements (TE) in particular, are often proposed as one of the
main drivers of genome expansion (Marino et al., 2024), especially
in populations with small effective population sizes that could not
eliminate them efficiently due to the low selective pressure (Lynch
and Conery, 2003). TE invasions have been shown to increase dra-
matically genome size in eukaryotes (Kidwell, 2002; Oggenfuss et al.,
2021), although Dijk et al. (2022) have demonstrated that they can
also lead to streamlining in prokaryotes because genome reduction
prevents their invasion. We did not test their impact here, but our
results show that the effect of the variations in population size and
mutation rate is conserved, even in case of a strong insertion bias
(Figure 3.4 and Figure B.2). This enables us to conjecture that mobile
elements would change the equilibrium genome size (as observed in
our simulations, Figure 3.4 and Figure B.2), and probably drastically
increase the variance of observed sizes, but that they are unlikely to
change the response of genome size evolution to changes in µ or N.
This remains however to be tested.

To conclude, our experiments show that genome size reduction can
occur in two very different conditions for bacteria. On the one hand,
a very large population size promotes a more efficient selection in
the face of random drift, which in turn enhances the robustness of
genomes by decreasing their non-coding load. This corresponds to
streamlining and leads to genomes with a high coding density. On
the other hand, a higher mutation rate results in an instantaneous
decrease in the robustness of genomes in the entire population, mak-
ing the selection for robustness transiently stronger than the selection
for phenotypical adaptation. The genome then shrinks rapidly, with
both coding and non-coding sequences being discarded until a new
robustness equilibrium is reached, all this at a substantial initial cost in
phenotypical adaptation. This corresponds to a decaying genome and
is compatible with empirical observations in endosymbiotic bacteria
(Moran, 2003). Strikingly, this remains true even in the presence of a
mutational bias. Although the model that we propose here, of a bal-
ance between selection for robustness and selection for phenotypical
adaption, can explain the tendencies we observe and the final genome
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structures in our populations, further work is needed to understand
the transient regimes and the mechanisms behind the constant coding
fraction along the N × µ isoclines.

3.4 materials and methods

3.4.1 The Aevol framework

Aevol (Knibbe et al., 2007a; Banse et al., 2024b) is an individual-based
forward-in-time simulation software that has been specifically de-
signed to study the evolution of genome structure. It emulates a
population that is composed of a fixed number of individuals on a
grid (Figure 3.7A). Each individual owns a double-stranded circular
genomic sequence, composed of 0s and 1s. To compute the pheno-
type, sequences on the genome are recognized as promoters and mark
the start of transcription, which stops when a sequence able to form
a hairpin structure is encountered. On RNAs, Shine-Dalgarno-like
sequences followed by a START codon mark the beginning of transla-
tion. The RNA sequence is then read 3 bases at a time until a STOP
codon is encountered on the same reading frame. An artificial ge-
netic code allows for each sequence of codons to be converted into a
mathematical function, and the sum of all functions encoded on the
genome defines the phenotype of the individual (Figure 3.7B). The
distance between this function and a target function, which represents
the ideal phenotype in the specified environment, gives the fitness
of the individual with a scaling factor k that tunes the strength of
the selection. A detailed explanation can be found on the dedicated
website www.aevol.fr.

All individuals are replaced at each generation following a spa-
tialized Wright-Fisher model. The number of descendants of each
individual depends on its fitness difference with its neighbors. At each
reproduction event, point mutations or genomic rearrangements can
occur (Figure 3.7C). They create diversity in the genomes, hence in
the phenotypes, and allow the genome size and structure to change.
These changes can be neutral or not, depending on whether mutations
alter coding and/or non-coding sequences. These changes do not have
a predefined effect on the fitness of the offspring as their genomes
will be decoded thereafter, thus the model does not impose an a priori
genome structure and allows us to study the evolution of genome
architecture in various experimental conditions.

The mutation rate (in bp−1) is set for each type of mutation inde-
pendently. When all mutation rates are equal, there is in an equal
probability of losing or gaining base pairs. The size distribution of
InDels is uniform in [1, 6], and the size distribution of large deletions
and duplications is uniform in [1, L] (with L the genome length).

www.aevol.fr
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Figure 3.7: The Aevol model. (A) Individuals are distributed on a grid.
At each generation, the whole population replicates according to a Wright-
Fisher replication model, in which selection operates locally within a 3× 3
neighborhood. (B) Each grid cell contains a single organism described by
its genome. Genomes are decoded through a genotype-to-phenotype map
with four main steps (transcription, translation, computation of protein
functions, and computation of the phenotype). Here, for illustration purposes,
a random gene and the corresponding mRNA are colored in red. The red
triangle represents the function of this gene in the mathematical world of
the model. The phenotypic function is calculated by summing all protein
functions. The phenotype is then compared to a predefined target (in green)
to compute the fitness. The individual presented here has evolved in the
model during 500, 000 generations. (C) Individuals may undergo mutations
during replication. Two example mutations are shown: A small insertion
(top) and a large deletion (bottom). Top: A 1 bp insertion occurs within a
gene. It causes a frameshift, creating a premature stop codon. The ancestral
function of the gene is lost (dashed triangle) and the truncated protein has a
deleterious effect (red triangle). This leads to a greater divergence between
the phenotype and the target (orange area on the phenotype). Bottom: The
deletion removes five genes. The functions of two of them can be seen in
the box (dotted triangles). This results in a large discrepancy between the
phenotype and the target (orange area on the phenotype).



62 genome streamlining

WT id
Fitness

(arbitrary unit)

Total genome

size (bp)

Coding size

(bp)

Non-coding

size (bp)

Coding

fraction

1 0.014903 13, 599 9, 395 4, 204 0.69

2 0.103795 13, 660 8, 828 4, 832 0.65

3 0.128472 14, 171 9, 507 4, 664 0.67

4 0.035369 14, 507 10, 003 4, 504 0.69

5 0.029588 14, 290 10, 644 3, 646 0.74

Average 0.0624254 14, 045.5 9, 675.4 4, 370 0.69

Table 3.1: Characteristics of the 5 Wild-Types at the start of our experiments.

3.4.2 Experimental design

Wild Types

In order to observe changes in genome architecture induced by changes
in the population size and/or mutation rates, we begin our exper-
iments from pre-evolved organisms, which are called “Wild Types”
(WT). Having already evolved for millions of generations under con-
stant conditions, WTs are very stable in genome structure and well
adapted to their environment (although the fitness never stops increas-
ing). 5 different WTs were used for our experiments, all having evolved
for 10 million generations at the basal conditions of N0 = 1, 024 indi-
viduals and a mutation rate of µ0 = 10−6 mutations per base pair per
generation for each type of mutations (point mutations, small inser-
tions, small deletions, inversions, duplications, large deletions, and
translocations). Importantly, in this experiment, all types of mutations
are equally probable: there is no mutational bias towards the insertion
or deletion of base pairs. Bacterial populations are very large and
cannot be directly modeled owing to computational load. We hence
limit the population sizes in our experiments, but compensate by
increasing the mutation rates such that the N × µ parameter is of the
same order of magnitude as for real bacterial populations. Finally, to
limit the effect of drift, we used a selection strength k = 1, 000, which
is relatively high and guarantees an efficient selection. The fitnesses
and genome structures of the WTs are listed in Table 3.1.

Experimental conditions

A range of population sizes increases or decreases and mutation
rates increases, as well as some combinations of both, are tested.
All conditions are listed in Table 3.2 below. For each combination
of conditions, 10 replications of each of the 5 WTs are run. Initial
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populations are always clonal: all individuals are identical to the
specific WT used for the run.

Population size
Mutation rate

(per base pair,

per mutation type)

N × µ

product

64 (N0/16) 10−6 (µ0) 1/16N0 × µ0

256 (N0/4) 10−6 (µ0) 1/4N0 × µ0

1024 (N0) 10−6 (µ0) N0 × µ0

529 (≈ N0/2) 2× 10−6 (2× µ0) ≈ N0 × µ0

256 (N0/4) 4× 10−6 (4× µ0) N0 × µ0

64 (N0/16) 16× 10−6 (16× µ0) N0 × µ0

2, 025 (≈ 2× N0) 2× 10−6 (2× µ0) ≈ 4N0 × µ0

4, 096 (4× N0) 10−6 (µ0) 4N0 × µ0

1, 024 (N0) 4× 10−6 (4× µ0) 4N0 × µ0

4, 096 (4× N0) 4× 10−6 (4× µ0) 16N0 × µ0

16, 384 (16× N0) 10−6 (µ0) 16N0 × µ0

1, 024 (N0) 16× 10−6 (16× µ0) 16N0 × µ0

16, 384 (16× N0) 16× 10−6 (16× µ0) 256N0 × µ0

Table 3.2: Experimental conditions tested. The control condition is in bold.
Note that, as the simulations take place on a squared grid, population sizes
could not be exactly divided or multiplied by 2.

Data analyses

To analyze the simulations, we reconstruct the ancestral lineages of
the final populations. To this end, simulations are run for 2, 100, 000
generations, and we identify all the ancestors of a random individual
of the final population. We then study the data from generation 0 to
generation 2, 000, 000 and ignore the last 100, 000 to ensure that the
final population has coalesced and that we study the lineage of the
whole final population.

On this lineage, we retrieve the fitness, coding and non-coding
genome size at each generation, as well as the replicative robustness
every 1, 000 generations. The replicative robustness is measured as
the proportion of the offspring of an individual that has the exact
same fitness as its parent, i.e. that underwent no mutation at all, or
only purely neutral mutations. To estimate replicative robustness for
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a given individual of the lineage, we generate 10, 000 offsprings and
compare them to their parent.

To compare experimental conditions, we retrieve the individual at
generation 2, 000, 000 in each lineage. This individual is the common
ancestor of the final population (at generation 2, 100, 000), thus en-
suring that its genome structure has been conserved by evolution. ASupplementary

Materials are
included in the

Appendix B.

visualization of the temporal lineage data (fitness, coding fraction and
total, coding, and non-coding genome sizes) for the 50 replicas of each
experimental condition is provided in the Section B.3 (Figure B.3 to
Figure B.15).

Effect of mutational biases

As it is often assumed that mutational biases – towards deletions for
bacteria and towards insertions for eukaryotes – are very important
for genome size evolution (Petrov, 2002), we also tried to confront
our experiments to the impact of mutational biases. We tested four
mutational biases: twice as many large deletions than duplications,
twice as many small deletions than small insertions, twice as many
duplications than large deletions, and twice as many small insertions
than small deletions. In all cases, the sum of all mutation rates is
conserved, such that the overall mutational pressure is the same as in
the previous experiments.

For each mutational condition, 5 Wild-Types evolved for 10, 000, 000
generations. Then, the median-sized WT of each mutational condition
was extracted and confronted with either an increase or decrease in
population size (4× N0, N0/4) or an increase in all mutation rates
proportionally (4× µ0 – note that, in case of bias, µ0 may be different
for the different types of mutation) for 2, 100, 000 generations. By
extracting the ancestor of the lineage at generation 2, 000, 000, we
could compare these experiments to the control conditions (where
the population size and mutation rates remained stable for 2, 100, 000
generations).

Data availability

The code of Aevol is available on GitLab at https://gitlab.inria.
fr/aevol/aevol. WTs sequences to reproduce the experiments, as well
as the full lineages data and robustness data, are available on Zenodo:
https://doi.org/10.5281/zenodo.10669479.
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S T R U C T U R A L M U TAT I O N S S E T A N E Q U I L I B R I U M
N O N - C O D I N G G E N O M E F R A C T I O N

foreword

The following work is published in BioRxiv (Luiselli et al., 2025a) and
authored by Juliette Luiselli and Paul Banse (co-first authors), Olivier
Mazet, Nicolas Lartillot, and Guillaume Beslon. The paper itself has
not been altered to stay true to the citation. Supplementary Materials
have been added as the Appendix C.

Chapter 2 showed that the presence of chromosomal rearrangements
creates a unique evolutionary force that prevents an uncontrolled
genome size growth. Chapter 3 showed that this force is modulated
by the population size and the mutation rate. Indeed, there is a se-
lection for robustness to chromosomal rearrangements that creates
a pressure for genome size reduction, as larger genomes are more
prone to undergo chromosomal rearrangements than smaller genomes.
As such, the population size modulates the strength of selection and
the mutation rate the cost of being bigger. These conclusions were
drawn from experiments with Aevol, but the mechanism by which
chromosomal rearrangements drive genome size regulation is likely
to be more general than this framework: the fact that chromosomal
rearrangements act on segments of DNA instead of a single base is a bi-
ological reality that leads to an increased mutational hazard for bigger
genomes. Indeed, while an additional non-coding base pair is basi-
cally invisible to selection against substitutions, it increases the risk of
double-strand breaks and thus of large chromosomal rearrangements
that could affect genes.

In the present chapter, we present a mathematical model of genome
evolution that integrates chromosomal rearrangements and the possi-
bility of a second-order selection (selection on the potential offspring,
at constant phenotypical adaptation). This allows for spontaneous
selection for robustness to chromosomal rearrangements and a pres-
sure towards genome size reduction. The model also shows that this
pressure is counterbalanced by an intrinsic bias in the neutrality of
mutations that pushes towards an increase in genome size. As a re-
sult, there is an equilibrium non-coding genome size for any given
combination of effective population size Ne, mutation rate µ, and
coding genome structure (size and number of contiguous segments).
Interestingly, the model predicts that the equilibrium coding fraction is
determined by the product Ne × µ and does not depend on the coding
size, as was the case in Chapter 3.

67
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4.1 introduction

Genome size varies greatly throughout the Tree of Life: from 105 base
pairs (bp) for some bacteria (Riley et al., 2017), to more than 1011 bp
for some plants (Pellicier et al., 2010). Coding sequences contribute to
this variation through adaptive changes, but some parts of the genome
seem devoid of phenotypic function and yet are highly variable in
size (Liu et al., 2013). While non-coding DNA contains functional
sequences, including regulatory regions (Rinn and Chang, 2012), large
stretches seem to bear no function whatsoever. This “junk” DNA
(Ohno, 1972; Doolittle, 2013; Palazzo and Gregory, 2014; Fagundes et
al., 2022) is ubiquitous in all domains of life, regardless of genome sizes
(Ahnert et al., 2008; Gil and Latorre, 2012). However, there is currently
no consensus on the reasons behind the existence and maintenance of
junk DNA (Fagundes et al., 2022).

In this work, we address the determinants of the amount of non-
coding non-functional DNA. Several hypotheses have been proposed
to address these issues, notably reviewed in Blommaert, 2020.

In adaptive hypotheses, genome size itself is under selection due to
its phenotypic impact on e.g. nucleus size or replication time (Malerba
et al., 2020). In this view, genome size would be selectively limited
(Kang et al., 2015; Bales and Hersch-Green, 2019). Furthermore, the
position of genes relative to each other or the centromere influences
their expression (El Houdaigui et al., 2019). As such, it represents a
potential selective pressure on the amount of intergenic DNA (Freeling
et al., 2015). However, it can be argued that the variation in the pro-
portion of non-coding DNA between species might be too high to be
explained by these mechanisms (Petrov, 2002; Blommaert, 2020). More
fundamentally, there is little direct evidence that selection induced by
these phenotypes is strong enough to modulate the fate of mutations
changing genome size.

Non-adaptive hypotheses have also been developed to decipher
the mechanisms by which non-coding DNA could vary and stabilize.
First, mutational explanations emphasize the impact of mutational
patterns on the long-term evolution of genome size. In particular, the
mutational equilibrium hypothesis (MEH)(Petrov, 2002) suggests that
two different mutational biases of opposite directions — a negative
bias on short indels and a positive long insertion/deletion bias that
decreases with genome size — could mechanistically explain the
existence of an equilibrium genome size. The equilibrium itself would
be modulated between species by the variation in the strength of those
biases.

The mutational hazard hypothesis (MHH)(Lynch and Conery, 2003),
on the other hand, proposes an explanation in terms of fixation bi-
ases acting on mutations, related to second-order selective effects.
According to the MHH, the non-coding genome expands by mutation,
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drift, and the insertion of selfish elements. However, this expansion in-
creases the number of targets for deleterious mutations — e.g., such as
gain-of-function mutations or loss of accurate splicing (Lynch, 2007b).
In other words, non-coding DNA presents a mutational liability. As a
result, genome expansion entails a slight selective cost, which could
provide a sufficient force counteracting the growth of genome size
(Lynch and Conery, 2003; Lynch, 2007b). The efficacy of this selective
force is inversely related to effective population size, while the inten-
sity of the force itself is directly proportional to the mutation rate.
Thus, genome size should be inversely correlated with each of these
two factors (Lynch, 2007b; Knibbe et al., 2007a).

Both theories receive support from some observations (Yi and Streel-
man, 2005; Kelkar and Ochman, 2012; Smith et al., 2013; Canapa et al.,
2015; Sung et al., 2016; Mueller and Jockusch, 2018; Luiselli et al.,
2024), but are also challenged by others (Ai et al., 2012; Sloan et al.,
2012; Mohlhenrich and Mueller, 2016; Marino et al., 2024). Importantly,
they are not mutually exclusive, as a combination of mutational biases
and second-order selective effects due to the mutational liability of
non-functional DNA could act together to determine an equilibrium
genome size. This calls for an integrated explanation for what deter-
mines the amount and variation of non-coding DNA in genomes. In
this direction, previous studies on simulated data (Banse et al., 2024b;
Luiselli et al., 2024) suggest that structural mutations, i.e. chromo-
somal rearrangements or more generally any mutation larger than
50 bp, could be a key element linking both the MEH and the MHH.
Indeed, structural mutations significantly affect genome size and are
also a huge mutational liability in themselves due to their large-scale
effect. It is therefore essential to examine their impact on genome size
evolution.

Here, we propose a minimal probabilistic model of genome evo-
lution, with the following assumptions: (1) genomes are composed
of a coding component made of essential genes and a non-coding
component that has strictly no phenotypic effect; (2) mutations occur
at random uniformly over the genome. Our analysis of this model
reveals non-trivial patterns: (1) structural mutations do not have the
same probability of being neutral and this results in a trend towards
increasing genome size; (2) as larger genomes are more susceptible to
double-strand breaks — and thus to structural mutations —, changes
in genome size change the probability of future, possibly lethal, struc-
tural mutations; (3) this increased risk of having a larger genome
modulates the fixation probability of structural mutations in a way
that favors deletions over insertions or duplications. Together, these
mechanisms ensure a stable evolutionary equilibrium for non-coding
genome size. More precisely, the equilibrium non-coding fraction de-
pends on the product of the effective population size and mutation
rate of a species (Ne × µ), while the non-coding size is determined by
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this product plus the coding architecture of the genome (coding size
and distribution). Notably, the equilibrium is a robust outcome of our
model, even in the presence of mutational biases towards insertions
or deletions: arbitrary mutational biases merely shift the equilibrium.

Altogether, our model integrates key aspects of the MEH and MHH
to provide a general mechanistic explanation for genome size evolu-
tion. It highlights structural mutations as a major mutational hazard
susceptible to driving genome size evolution under general conditions.

4.2 model and results

4.2.1 Model overview and existence of an equilibrium non-coding genome
size

To address the question of non-coding genome size evolution, we
study the effect of mutations on a population of N individuals with
simplified, circular genomes.

As shown in Figure D.1, we consider a circular haploid genome of
length L base pairs (bp), composed of g coding segments (and thus
g non-coding segments). Let us note the number of non-coding base
pairs znc and the number of coding base pairs zc. We have zc + znc = L.
We assume that:

• Coding segments are of the size zc
g and represent “genes”. Genes

are non-overlapping and all oriented in the same direction. The
non-coding segments are equally distributed between the g genes
and are each of size znc

g ⩾ 0. We assume this remains true
after any change in non-coding size, as neutral inversions will
reshuffle the genome. This ensures that a genome can be fully
described with just g, zc and znc.

• Deleting any base of a gene inactivates it and is always lethal.
Genes are assumed to have a promoter, here represented by their
first base. As a result, a partial duplication not including this first
base is not expressed and is thus neutral, i.e. it does not affect
viability, as long as it is not inserted within a gene. Conversely,
a partial or complete duplication including the promoter results
in a new expressed gene and is lethal, regardless of its insertion
point.

• Non-lethal mutations are assumed to be perfectly neutral for the
viability of the individual. Thus, fitness is binary: it is either 1 or
0.

Different types of mutations occur at different mutation rates. We
note µ the basal per base mutation rate of the organism, and λiµ

is the per base mutation rate for mutation type i. Throughout the
manuscript, we analyze the evolution of the non-coding genome size
znc, under the assumption that the coding genome size zc and the
number of coding segments g remain fixed.
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Figure 4.1: Representation of a genome, with g = 3. Non-coding segments
are of the same size znc/g, and coding segments are of the same size zc/g.
Each coding segment starts with a promoter that can create a new coding
segment if duplicated.

Neutral genome growth

We compute the probability of different types of mutations to be neu-
tral and fixed in a population of size N. In the following, a mutation
is said to be neutral when it does not affect the coding genome and
thus does not alter the viability of the individual.

For the sake of clarity, we consider here (Section 4.2.1 and Sec-
tion 4.2.1) a simple version of the model including only two types of
structural mutations: duplications (dupl) and deletions (del), occur-
ring at the same per bp rate (λdupl = λdel = 1). A duplication copies a
random segment of the genome and inserts it elsewhere, while a dele-
tion removes a random segment of the genome. The breakpoints are
chosen uniformly at random on the genome, such that both mutations
have the same size distribution and the expected change of size of the
genome upon one mutation is 0.

We calculate the probability ν for each of these two mutations to
be neutral (in terms of viability), recalling that duplicating a pro-
moter, inserting a segment within a gene, or deleting any base of a
gene is always deleterious. Detailed computations are provided in
Supplementary Materials (Section C.1).

νdel(g, zc, znc) =
znc(znc + g)

2gL2

νdupl(g, zc, znc) =
(znc + zc − g)(znc + g)

2gL2

(4.1)

Notably, we have : νdel(g,zc,znc)
νdupl(g,zc,znc)

= znc
znc+zc−g ⩽ 1, as zc is obviously much

larger than g. Thus, duplications are more often neutral than deletions.
Similarly, we show that neutral duplications are also on average larger
than neutral deletions (see Supplementary Materials Section C.6). As



72 structural mutations set an equilibrium non-coding genome fraction

illustrated by Figure 4.2A, we can also consider the probability for a
mutation of a given size k to be neutral. It highlights that increasing
znc increases both the probability for mutations of a given size to be
neutral and the range of possible neutral mutations (note that, above
a certain size, mutations are always lethal due to constraints from the
genome architecture: larger mutations would necessarily delete part of
a gene or duplicate a promoter). Consequently, genomes should grow
indefinitely if we assume that only neutral mutations are fixed with
an equal probability. However, a mutation that is neutral in terms of
fitness for the individual is not necessarily neutral in terms of fitness
for the lineage. The next subsection will explore the effect of this
second-order selective force.

Robustness selection

By definition, a neutral duplication or deletion does not change the
viability of an individual. However, it changes the non-coding genome
size znc. Now, the probability for a mutation to be neutral depends
on znc (see Equation 4.1), and so a neutral mutation changes the
probability for future mutations to also be neutral. Changing the
genome size also changes the probability for a mutation to occur at
replication, as bigger genomes will naturally undergo more mutations
for the same per base mutation rate. Therefore, mutations that are
neutral in terms of their immediate effect on the viability still change
the probability for the individual to have future offspring that are
equally fit — their robustness. For the rest of the manuscript, we call
the effective fitness fe of an individual the average fitness of its potential
offspring. This can also be viewed as the fecundity of an individual
once the viability of the offspring has been taken into account. In our
model, supposing that at most one mutation of each type can occur
upon replication, we have:

fe(µ, g, zc, znc) =
(
1− µ(1− νdel(g, zc, znc))

)L(1− µ(1− νdupl(g, zc, znc))
)L

(4.2)

Since genome size modifies the effective fitness and affects a lineage
survival probability in the long term, it can be selected. In particular,
while increasing the non-coding genome size znc increases the proba-
bility for mutations to be neutral (see Figure 4.2A), it also increases
the probability for a mutation to happen. As a result, the effective
fitness fe actually decreases as the non-coding genome size increases
(see Figure 4.3), and selection can then act against the genome size
increase described in paragraph A1.

We characterize this effect more precisely using a population genet-
ics argument. We consider a haploid population of wild-type individu-
als of size N in which a mutant appears and bears a neutral mutation
that adds k bases to its non-coding genome, with k ∈ Z∗. k can be
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Figure 4.2: Effect of mutation type and genome size on neutrality and
fixation. The dots mark points above which mutations cannot be neutral nor
fixed due to constraints from the genome architecture. (continued next page)
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(continued caption) (A) Probability of a duplication (blue) or a deletion (orange)
to not affect the coding genome for different mutation sizes and non-coding
sizes. The number of genes g is fixed at 2, 000, and the coding genome size
at zc = 1, 000, 000 bp. Mutations are more likely to be neutral in bigger
and more non-coding genomes, and neutral duplications are larger and
more frequent than neutral deletions. (B) Probability of fixation of a neutral
duplication (blue) or a neutral deletion (orange) for different mutation sizes
and non-coding sizes. The number of genes g is fixed at 2, 000, the coding
genome size at zc = 1, 000, 000 bp, and the population size is N = 108.
(C) Probability of being neutral and fixed for different mutation sizes and
different non-coding sizes. The number of genes g is fixed at 2, 000, the
coding genome size at zc = 1, 000, 000 bp, and the population size is N = 108.
For the shortest non-coding size (plain line), duplications are more often
neutral and fixed than deletions for any mutation size, indicating that the
non-coding genome size would increase. On the contrary, for the biggest
non-coding size (dotted line) deletions are more often neutral and fixed than
duplications for any mutation size, indicating that the non-coding genome
size would decrease: there must be an equilibrium non-coding size between
these values.

Figure 4.3: Effective fitness fe for different non-coding sizes znc and dif-
ferent mutation rates µ. Genome architecture is fixed at zc = 1, 000, 000 and
g = 2, 000, and λdel = λdupl = 1. Notably, the effective fitness decreases with
both znc and µ.
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either positive (duplication) or negative (deletion). We consider that
the population follows a Wright-Fisher model (Fisher, 1923; Wright,
1931), and we compute the probability for this mutant to go to fixation
(Hirsh, 2005):

Pfix(k, µ, N, g, zc, znc) =
1−

( fe(znc)
fe(znc+k)

)2

1−
( fe(znc)

fe(znc+k)

)2N , (4.3)

where we note fe(µ, g, zc, znc) simply fe(znc), as we consider that other
parameters are fixed. As illustrated by Figure 4.2B, mutations that
increase genome size are less likely to be fixed than mutations that
decrease genome size. This is the direct consequence of an increase
in genome size being tied to an increase in the per genome muta-
tion rate, and hence a decrease in effective fitness (see Figure 4.3).
Hence, while neutral duplications are more frequent and larger than
neutral deletions, they are also more rarely fixed. When considering
the combination of these two tendencies (the opposing biases in the
immediate probability of being lethal and in the ultimate probability
of being fixed), we can see that the shortest genomes are more likely to
fix neutral duplications while the longest genomes are more likely to
fix neutral deletions, as demonstrated in Figure 4.2C. This intuitively
results in an equilibrium genome size at which the two effects cancel
out.

Computing the equilibrium non-coding genome size

To formalize this equilibrium genome size, we compute the average
contribution of duplications (δdupl) and deletions (δdel) to changes in
non-coding genome size in the population. δdupl and δdel are expressed
in bp per generation per mutation event and represent the average
length of fixed mutations per time unit. They are computed under the
origination-fixation approximation, meaning there is no clonal interfer-
ence, and we consider the probability for each mutation individually
to go to fixation in the absence of any other mutant in the population.
Each δ thus depends on the mutation’s probability of being neutral,
its size, and its fixation probability:

δdupl(µ, N, g, zc, znc) =
g(znc + g)

L3

znc+zc
g −1

∑
j=1

(
znc + zc

g
− j
)

jPfix(j)

δdel(µ, N, g, zc, znc) =
g
L2

znc/g

∑
j=1

(
znc

g
− j + 1

)
jPfix(−j)

, (4.4)

where we denote Pfix(k, µ, N, g, zc, znc) as Pfix(k), as other parameters
are supposed fixed. Detailed derivations are presented in the Sup-
plementary Materials, Section C.2. From Equation 4.4, we can derive
the bias towards increasing or decreasing genome size as the ratio be-
tween the sum of the contributions of all deletions over the sum of the
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Figure 4.4: Measured bias for different non-coding proportions. Genome
architecture is fixed at zc = 1, 000, 000 and g = 2, 000, the mutation rate is
fixed at µ = 1× 10−10 and λdel = λdupl = 1. znc varies in a logspace from 103

to 109, and four different values of N are depicted, showing a progression in
the equilibrium non-coding percentage. The black horizontal line shows the
equilibrium at B = 1.

contributions of all duplications for a given genome size, population
size, and mutation rate.

B(µ, N, g, zc, znc) =
µ L N δdel(µ, N, g, zc, znc)

µ L N δdupl(µ, N, g, zc, znc)

=
δdel(µ, N, g, zc, znc)

δdupl(µ, N, g, zc, znc)

(4.5)

The non-coding genome size is at equilibrium when B = 1 (see
Figure 4.4). When the bias is above 1, deletions contribute more to
genome size changes and the non-coding proportion shrinks. On the
other hand, when the bias is below 1, duplications contribute more to
genome size change and the non-coding proportion increases.

Joint impact of population size and mutation rate

B is a function of the genome architecture (zc, znc, and g), the popula-
tion size N, the mutation rate µ. However, we can show that B depends
on N and µ only through their product, as previously observed in
simulation data (Luiselli et al., 2024).
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Indeed, N and µ only appear in fe (Equation 4.2) and P f ix (Equa-
tion 4.3). Let us start with the expression of the effective fitness fe, and
consider that the mutation rate µ is negligible compared to 1 (µ≪ 1).

fe(znc) =
(
1− µ(1− νdel(g, zc, znc))

)L (1− µ(1− νdupl(g, zc, znc))
)L

∼
µ→0

exp
(
− Lµ

[
(1− νdel(g, zc, znc)) + (1− νdupl(g, zc, znc))

])
= exp

(
µA(g, zc, znc)

)

Where A(g, zc, znc) = −(zc + znc)
[
(1− νdel(g, zc, znc))+ (1− νdupl(g, zc, znc))

]
<

0. Then, the ratio of effective fitnesses used in the computation of P f ix
(Equation 4.3) can be written as:

fe(znc)

fe(znc + k)
∼

µ→0

exp
(

µA(g, zc, znc)
)

exp
(

µA(g, zc, znc+k)
)

∼
µ→0

exp (µ∆(g, zc, znc, k))

Where ∆(g, zc, znc, k) = A(g, zc, znc) − A(g, zc, znc + k) is a function
that depends solely on genome architecture (zc, znc and g) and mu-
tation size k. The probability of fixation of a mutation changing the
genome size by k (positive or negative) is thus:

P f ix(znc, k) =
1−

( fe(znc)
fe(znc+k)

)2

1−
( fe(znc)

fe(znc+k)

)2N

∼
µ→0

1− exp (2µ∆(g, zc, znc, k))
1− exp (2Nµ∆(g, zc, znc, k))

∼
µ→0

−2µ∆(g, zc, znc, k)
1− exp (2Nµ∆(g, zc, znc, k))

P f ix appears to be a function of µ, N × µ and other parameters. Thus,
both δdupl and δdel can also be written as µ times a function of N × µ.
Since B = δdel

δdupl
, the µs cancel out and N and µ always appear in the

form of a product in B. Given a fixed coding size zc and a number
of coding segments g (i.e. a fixed coding architecture), N and µ have
therefore a similar impact on the equilibrium non-coding size. This
can be illustrated by a numerical exploration of the relative effects of
N and µ (Supplementary Materials Section C.3).

An alternative way to see this result is by noting that µ∆(g, zc, znc, k)
is the selection coefficient associated with the effective fitness: s =
fe(znc+k)− fe(znc)

fe(znc)
. Indeed, in the limit µ → 0 and fe(znc+k)

fe(znc)
→ 1, and
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thus s → 0, we have s ∼ ln fe(znc+k)
fe(znc)

∼ µ∆(g, zc, znc, k). The mutation-
selection-drift equilibrium, as a general rule, depends only on rel-
ative, not absolute, mutation rates (thus here, on the mutational
bias). In addition, it depends on the various selective effects im-
plicated in it only through their scaled selection coefficients. Here,
Ns ∼ Nµ∆(g, zc, znc, k), and thus, in the end, the mutation-selection-
drift equilibrium depends on N and µ only through their product.

All these results show that an equilibrium non-coding genome size
exists and depends on the coding genome architecture (g and zc) and
on the product N × µ.

Necessary condition for the existence of the equilibrium

So far, we only considered one type of mutation: structural varia-
tions. Other types of mutation change genome size and one could ask
whether they would lead to a similar equilibrium. In particular, short
indels (< 50 bp) can also add or remove bases to the genome and con-
tribute to genome size changes, although less abruptly than structural
variants. Most interestingly, if we replicate our model with only short
indels (see Supplementary Materials Section C.1 and Section C.2), we
don’t observe an equilibrium genome size, except under very specific
conditions (for extremely large population size and starting from a
small enough genome). In all other cases, δindel+ > δindel− and so, in the
absence of a sufficiently strong mutational bias in favor of deletions,
indels induce an infinite growth of the non-coding size (Section C.4),
confirming previous observations (Banse et al., 2024b). Indeed, except
in very specific ranges of parameters (see Supplementary Material Sec-
tion C.4), indels do not create a selection for shorter genomes on their
own: although they are more numerous as genome size increases, they
are also more often neutral due to their size being limited, and so their
effect is more likely to be limited to non-coding parts of the genome.
On the opposite, structural variations, being driven by double-strand
breaks, conserve their mutational liability when non-coding genome
size increases. This makes them a necessary component to observe a
pervasive genome size equilibrium.

4.2.2 Expanded model of non-coding genome size evolution

Although the existence of an equilibrium specifically requires the
presence of structural mutations, other types of mutations, with pos-
sibly different mutation rates, could contribute to genome size —
directly (by changing the amount of non-coding sequences) or indi-
rectly (due to their intrinsic mutational liability). To account for this,
we added four types of mutations to our mathematical model: point
mutations (pm), inversions (inv), small insertions (indel+), small dele-
tions (indel−). Each mutation type i has its own mutation rate λiµ. The
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probability of being neutral for all these mutations, and the average
contribution to changes in genome size for indels, is presented in the
Supplementary Materials (Section C.1 and Section C.2).

Naturally, these mutations and biases displace the equilibrium value
of our model, as they change both the robustness of the genomes and
the probability of removing or adding new bases. However, Figure 4.5
shows that genome size (or equivalently the non-coding fraction) is
always a decreasing function of Nµ, whatever the underlying muta-
tional bias. Notably, when there is a deletion bias, the non-coding
fraction remains bounded for all values of Nµ. The upper bound is
the asymptotic value reached when Nµ → 0, and it is smaller for
more pronounced deletion biases. Thus, in this regime, not all coding
fractions can be achieved by varying Nµ. On the other hand, when
there is no bias or an insertion bias, the non-coding fraction diverges
in the limit Nµ→ 0, such that arbitrarily large non-coding fractions
can be achieved with sufficiently small Nµ. However, there is always
an equilibrium value for Nµ > 0.

Figure 4.5: Predicted non-coding fractions for different values of N × µ
using the expanded version of the model with six types of mutations. Two
sets of equilibrium percentages were run: with µ = 10−9 and N varying
from 104 to 109, and with N = 108 and µ varying from 10−13 to 10−8. We
note the deletion bias κ = λdel

λdupl
=

λindel−
λindel+

. Note that we fix λdel = λindel− ,
λdupl = λindel+ , and these four λi sum to 4. Other parameters are fixed at
g = 2, 000, zc = 1, 000, 000, lm = 50 and λpm = λinv = 1.

Notably, the addition of new mutations and the variations in the
mutational bias do not suppress the existence of the equilibrium,
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as they do not fundamentally change the mechanisms at stake. The
equilibrium is still determined by the product N × µ and the coding
genome architecture (zc and g), and the variations are always in the
same direction: a higher population size or a higher mutation rate is
associated with a lower non-coding fraction.

4.2.3 Insights from biological data

Our model predicts that the fraction of the non-coding genome de-
pends only on the compound parameter Ne × µ, with µ the structural
mutation rate, as depicted by Figure 4.5, as well as on the relative
insertion versus deletion rates. The non-coding absolute size has more
complicated dependencies, as it also depends on the coding architec-
ture (see discussion). These predictions could in principle be tested
against empirical data. However, spontaneous structural mutation
rates are unknown, as most structural mutations are strongly deleteri-
ous, hence frequently purged by selection and notoriously difficult to
observe and quantify (Ho et al., 2020)). Notwithstanding, a tentative
comparison with empirical data is shown in Figure 4.6, relying on
nucleotide diversity to estimate Neµ and assuming a 1:1 ratio for struc-
tural versus point mutation rates (ratios of either 1:10 or 10:1 would
shift empirical points to the left or the right, respectively, compared to
the theoretical curves).

With a structural mutation rate of this order of magnitude, our
model globally predicts the overall trend of the distribution of non-
coding fractions observed across species, as a function of nucleotide
diversity. Thus, species with a high Ne × µ present a lower coding
fraction than species with a low Ne × µ. More precisely, eukaryotes
are mostly located on the left of the figure and have both a higher
non-coding fraction and a lower Ne× µ, with a tendency to follow that
relationship within them, while prokaryotes are on the right of the
figure and present both a lower non-coding fraction and a higher Ne×
µ. Notably, the actual non-coding percentage of the prokaryotes shown
here is higher than the one predicted by the model, but this is expected
as our model assumes that the non-coding is purely non-functional,
while the non-coding genome actually comprises regulatory RNAs
and other functional sequences. This could indicate that most of the
“non-coding” base pairs of prokaryotes have a phenotypic effect.

Altogether, and even if it is still far from a formal test, this com-
parison with empirical data gives an idea of the structural mutation
rates for which second-order selection on genome rearrangements
represents a key force preventing an infinite genome size growth.
It also reproduces the global non-coding genome fraction variation
patterns across cellular life. It shows that the potential role of struc-
tural mutations in non-coding genome size evolution should not be
underestimated and deserves further investigation.
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Figure 4.6: Non-coding fraction plotted against Ne × µ for 129 species from
Lynch et al., 2023. The mutation rate µ used here is the per generation per
base substitution rate, which we assume to be correlated with the overall
mutation rate. The gray lines show the equilibrium non-coding percentages
predicted by our model for the same range of N× µ and different mutational
biases κ (see Figure 4.5).

4.3 discussion

Our model reveals simple yet important evolutionary dynamics on
genome size due to two opposite effects. On the one hand, duplica-
tions and insertions are more often neutral than deletions, implying
a neutral bias towards genome size increase, a mechanism akin to
the border selection effect proposed by (He et al., 2019; Loewenthal
et al., 2022). As an intuitive example, in the extreme case of a fully
coding genome, it is still possible to neutrally insert a base between
two genes, while no base can be removed. On the other hand, at con-
stant phenotypical adaptation bigger genomes are counter-selected as
they are more susceptible to structural mutations: lineages in which
genomes get bigger are less likely to survive in the long term. This
second-order selection for shorter genomes is imposed by the mere
existence of structural mutations, which decrease the robustness of
genomes when non-coding genome size increases — as previously
conjectured (Knibbe et al., 2007a). With these two effects, and knowing
only the genome’s current coding architecture (size and number of
segments), the effective population size of the species, and the rates
for the different mutation types, we can determine an equilibrium
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non-coding genome size towards which the species should be tending.
Notably, this does not apply when structural mutations are absent
from the model: with only indels, our model predicts that genomes
are likely to grow indefinitely.

Naturally, parameters not considered here could impact this equi-
librium quantitatively. Most importantly, the presence of transposable
elements, non-coding but functional DNA, horizontal transfers, and
other mutational processes, such as recombination, would displace
the equilibrium by affecting both the neutral mutational bias and the
robustness of genomes. Yet, they would not suppress either of the
two above-elaborated effects and so the existence of the equilibrium
remains — as well as the direction of change in non-coding proportion
caused by changes in N or µ. Similarly, we have assumed a uniform
distribution for the sizes of mutations. Relaxing this assumption would
also displace the equilibrium, although robustness selection would
still operate, as long as the size of the structural mutations increases
with genome size — which is intuitive as some species’ structural
variants are longer than other species’ genomes (Wellenreuther and
Bernatchez, 2018). Therefore, we expect the two effects we present
here to be pervasive. In particular, while the hypotheses of our model
are closer to a prokaryote-like genome (a single haploid circular chro-
mosome), there is no reason for the general mechanism to not be true
in the case of eukaryotes, and we can use it to compute the predicted
non-coding percentage around eukaryote-like values of Ne and µ (as
shown by Figure 4.6).

As a first empirical confrontation of our theory, our comparison of
the predictions of our model with empirical data (Figure 4.6) results
in a globally coherent and insightful picture for both eukaryotes and
prokaryotes, as predictions could align with biological observations of
non-coding fractions. In particular, our model predicts more variability
of non-coding fractions in the eukaryotic parameter range, which lies
around the steepest part of the curves (see Figure 4.6). Conversely,
prokaryotes, having a much larger Ne × µ product, are predicted
to be much more stable around lower non-coding fractions. In that
case, although a deletion bias in prokaryotes could exist, the Ne × µ

values are in a range where the predicted non-coding percentage
is only loosely affected by mutational biases. Mathematically, the
high variation of non-coding percentages in eukaryotes could be
explained by observing that the function B is flatter for lower values
of Ne × µ, typical of eukaryotes (see Figure 4.4). In these ranges,
it is harder to reach the equilibrium non-coding value, as the bias
towards losing or gaining bases at each generation is very low, hence
allowing more variability of non-coding sizes at constant Ne × µ and
constant mutational bias. Eukaryotes are supposed to be subjected to
biases towards insertions (Ratcliff, 2024), making it more complicated
to compare data to our model. Finally, the results presented also
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depend on the relative rates of different types of mutations, which are
largely unknown for structural mutations. Indeed, although they are
frequently observed in all domains of life (Raeside et al., 2014; Fang
and Edwards, 2024), their spontaneous rate is very difficult to estimate
due to their strong deleterious effect. As such, interpretations should
be taken with caution. In short, our model proposes an explanation for
the very different non-coding percentages observed in eukaryotes and
prokaryotes, without postulating a difference in nature between these
two types of organisms but only relying on the existence of structural
mutations and the different values of Ne and µ for eukaryotes and
prokaryotes.

Surprisingly, our results point out that non-coding genome fractions
evolution is determined by the product Ne × µ and the mutational
bias, which, to our knowledge, is a new prediction. Although these
factors have already been pointed out as the potential determinant of
(non-coding) genome size (Petrov, 2002; Lynch and Conery, 2003; Yi
and Streelman, 2005; Kelkar and Ochman, 2012), we show that size
also depends strongly on the coding architecture of a genome, with
the latter probably highly driven by adaptation. This, as well as the
fact that Ne and µ act jointly and should always be accounted for
in the form of their product, could explain why some data are not
aligned with the MHH (Ai et al., 2012; Sloan et al., 2012; Mohlhenrich
and Mueller, 2016; Marino et al., 2024). Consequently, further research
should focus on non-coding fractions, or account for differences in
coding architectures when comparing non-coding genome size and
Ne and µ between species.

Finally, although we have assumed fixed mutation rates, in reality,
mutation rates are themselves susceptible to evolve. According to
the drift barrier model (Sung et al., 2012), mutation rates are under
directional selection limited by random drift, such that they reach
an evolutionary equilibrium that depends on Ne. The selective force
involved in this higher-order evolutionary process stems from the
deleterious effects of new mutations on the offspring of the current
generation (Sung et al., 2012, 2016; Lynch et al., 2016). Interestingly, in
the case of structural mutations, this force is the same as the second-
order selective force behind the mutational hazard (see Equation 4.2).
Thus, any mutational hazard also represents a selective force acting on
modifiers of the corresponding mutation rate. This raises interesting
perspectives on the joint evolutionary dynamics of non-coding genome
size and structural mutation rates, which would certainly deserve
further theoretical exploration.

To conclude, our results show that indirect selection against muta-
tional hazards, i.e. robustness selection, and differences in the neutral-
ity of mutations increasing or decreasing genome size are sufficient
to explain the existence of an equilibrium in non-coding genome
size. Structural mutations are sufficient to fulfill both conditions. The
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non-coding genome is constantly under indirect selection due to its
mutagenic nature and the structural mutations it can initiate follow-
ing double-strand breaks. As a consequence, a major determinant of
the non-coding genome fraction is the product Ne × µ, which affects
both the efficacy of selection and the robustness cost of each addi-
tional base pair. More research should be conducted into that area
to reach quantitative results and to understand more precisely how
each determinant of non-coding genome size (N, µ, mutation bias,
types of mutations, number and length of genes) affects the equilib-
rium non-coding size of a species, and whether the species are at that
equilibrium or tending towards it. Finally, the interaction of indirect
selection on the non-coding genome and direct selection on the coding
genome should be studied further by relaxing the hypotheses of a
fixed coding architecture and a binary fitness.

4.4 materials and methods

4.4.1 Logic behind the model

We consider a model with a simple genome architecture: organisms
own a single circular chromosome. Mutations happen at random on
the chromosome, each position for a mutation being drawn from a
uniform distribution along the genome. While very simplistic, this
approach carries an essential property of structural mutations: their
size grows with total genome size (Hirabayashi and Owens, 2023). This
is easily demonstrated by biological data, as some observed inversions
of several Mb (Wellenreuther and Bernatchez, 2018) are bigger than the
genomes of other organisms. The fact that bigger genomes are more
susceptible to mutating and that structural mutations are increasingly
dangerous implies a selection for shorter genomes on the lineage level,
which we quantify mathematically.

The logic behind the model is the following (detailed computations
are provided in the Supplementary Materials): the computation of each
νi is made assuming a uniform draw of all positions needed for the
mutation (two for deletions and three for duplications). Each mutation
that has any phenotypic effect (deleting part of a gene, duplicating
inside a gene, or duplicating a promoter) is lethal. To compute the
effective fitness, we consider the probability for each base pair to
initiate each type of mutation, and for the initiated mutation to be
neutral. This corresponds to a binomial law where success is defined
as either no mutation occurs or a neutral mutation occurs, the number
of draws is the genome length multiplied by the number of mutation
types. A non-lethal reproduction means there are only successes. The
fixation probability is taken from Sella and Hirsh 2005 (Hirsh, 2005).
The average contribution to genome size change of each mutation
type is computed as an average of the mutation size weighted by the
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probability of the mutation to be of this size and by the probability of
a neutral mutation of this size to be fixed.

4.4.2 Numerical resolution

All the code for the numerical resolution of the mathematical model
is available online in GitLab: https://gitlab.inria.fr/jluisell/
structural-mutations-set-an-equilibrium-non-coding-fraction.

Notably, the code is written in Python using Decimal to increase
float precision. This is necessary due to the very large values taken by
our parameters (especially genome size and population size) and the
several exponents in the computation.

To predict an equilibrium non-coding genome size, we fix the num-
ber of genes g, the coding genome size zc, the effective population size
Ne, the per-base per mutation type mutation rate µ, and the mutational
bias κ. We then compute the resulting bias towards adding or losing
bases for several possible non-coding sizes. Since the bias function is
monotonous with respect to the non-coding genome size, we find the
actual equilibrium with a bisect method.

4.4.3 Biological data

To compare our model to actual biological data, we gathered mutation
rates and effective population sizes from Lynch et al., 2023. For each
available species, we downloaded the annotated genome from NCBI
and isolated the biggest chromosome. We counted any base pais
annotated as part of a protein-coding gene as a “coding” base pair
(zc), all the other base pairs as “non-coding” (znc), and we counted the
number of continuous non-coding segments (g). While more precise
annotations could be used (e.g. regulatory RNAs should be counted
as coding in our model, since they are functional), this approach
reduced the annotation bias between well-studied model species and
less annotated pioneer species.
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C O N C L U S I O N F O R PA RT I

The first part of this PhD thesis showed that chromosomal rearrange-
ments create an evolutionary force that constrains genome architecture
evolution: they pose a mutational hazard from which genomes have to
protect themselves by staying small enough. Thus, there is an indirect
selection for robustness that prevents genome growth. In a population,
individuals with the larger genome size are less susceptible to reach-
ing fixation as their offspring — and the offspring of their offspring —
have a higher risk of harboring deleterious mutations than individuals
with smaller genomes.

In Chapter 2, experiments with Aevol enabled us to show that
chromosomal rearrangements are key to long-term genome evolution,
both for fitness and genome architecture. Indeed, rearrangements
open new possibilities for innovation by considerably expanding the
neighborhood of genotypes, and they constrain genome growth as they
represent a serious mutational hazard. The risk posed by chromosomal
rearrangements is modulated by the mutation rate, while the efficacy
of the selection for robustness against random drift is modulated
by the population size. As such, the evolutionary force contributed
by chromosomal rearrangements could be a key factor explaining
how genome size changes in response to changes in population size
and/or mutation rate. This is demonstrated in Chapter 3: an increase
in population size increases the efficacy of selection for robustness to
chromosomal rearrangements — thus reducing genome size —, and an
increase in mutation rate drastically increases the mutational hazard
posed by chromosomal rearrangements — thus forcing a stronger
selection against them. This is an instance of the Mutational Hazard
Hypothesis (MHH), proposed by M. Lynch and widely discussed in
the literature (Lynch and Conery, 2003; Lynch, 2006b): the non-coding
genome is deleterious per se and is filtered out by population genetics
mechanisms. The novelty of Chapter 3 is to point out chromosomal
rearrangements as major actors of this dynamics. This result was
generalized beyond Aevol in Chapter 4, highlighting how very simple
hypotheses suffice to explain the presence of an equilibrium non-
coding genome size, determined by the effective population size, the
mutation rate, and the coding structure — hence the history of the
species.

Both of these results, the experiments in Aevol and the mathematical
model, were based on prokaryote-like genomes with a single circular
chromosome, no sexual reproduction, and no meiotic recombination.
This raises the question of the generality of our results and their appli-
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cability to eukaryotes. In Chapter 4, we assumed that there is no reason
for the mechanisms we highlight not to act on eukaryotes, and we ap-
plied the model to both prokaryotes and eukaryotes, using estimates of
effective population sizes and mutation rates reported in the literature
for both groups. While this may be reasonable as a first approximation
and a test of the theory, eukaryotes display unique characteristics
in their life cycle and mutational processes, in particular because of
sexual reproduction and meiosis. First, eukaryotes generally provoke
double-strand breaks to perform an obligate meiotic recombination
event. Those induced double-strand breaks represent an additional
source of potential rearrangements caused by non-legitimate recombi-
nation. Conversely, the reshuffling of genetic variation implemented
by meiotic recombination increases the selection efficacy. Finally, eu-
karyotes generally have linear chromosomes. This contrasts with the
circular chromosomes of prokaryotes. This could have an impact on
the combinatorial structure of the mutational landscape of rearrange-
ments. All this could lead to different quantitative behaviors between
eukaryotes and prokaryotes. As such, it is required to specifically
model the eukaryote-like mechanisms and measure the impact of chro-
mosomal rearrangements on genome architecture evolution within
this framework. To this end, a new eukaryote-like version of Aevol
has been developed specifically for this thesis.



Part II

E U K A RY O T E S

“The amount of DNA associated with just 30 human genes
is equivalent to the entire genome size of an average
prokaryote.” (Lynch and Conery, 2003)





5
E U K A RY O T E A E V O L

The first part of the thesis focused on prokaryote-like models and
gave insight into the impact of chromosomal rearrangements on the
evolution of their genome structure. Arguably, as briefly mentioned
at the end of Part i, eukaryotes could answer differently to the same
input because of some profound differences between eukaryotes and
prokaryotes.

To test whether the results on the impact of chromosomal rearrange-
ments on the evolution of genome structure hold true for eukaryotes, I
developed a eukaryote-like version of Aevol. This chapter is dedicated
to the presentation of the model, while the next two chapters present
experimental results using it, testing the impact of changes in effective
population size (Chapter 6) and of changes in reproduction mode
(Chapter 7) on genome architecture evolution.

As this chapter is based on a comparison between the prokaryote
version of Aevol and the new eukaryote implementation of the model,
it is recommended first to read the methods section of Chapter 2

and Chapter 3 to understand the original functioning of Aevol. More
details are also provided in Appendix A. Additionally, Aevol-9 — the
version of Aevol that integrates the eukaryotic model —, is presented
in a method paper entitled “Aevol-9: A simulation platform to deci-
pher the evolution of genome architecture” and authored by Juliette
Luiselli and David P. Parsons (co-first authors), Romain Gallé, Paul
Banse, Jonathan Rouzaud-Cornabas, and Guillaume Beslon (Luiselli
et al., 2025b). The full documentation, including the specifics of the
eukaryote version of the model, is available on www.aevol.fr.

5.1 overview of the model

The idea behind the eukaryote version of Aevol is to retain the key
blocks of Aevol and make the least amount of changes — although
they are substantial in the end — to design the eukaryote model. This
aims at being able to compare results between the prokaryote and
eukaryote frameworks and making use of the knowledge gathered on
the prokaryote version of Aevol to analyse the new experiments. This
choice also limits development time, a crucial parameter in the context
of a PhD thesis.

Briefly, we retain the key concepts that allow Aevol to be used for
studying genome architecture evolution: a population of organisms
compete with each other to populate the next generation. They each
have their own genome, on which RNAs and genes are identified and
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decoded to compute the phenotype of the organisms. Each phenotype
is then compared to the optimum phenotype in this environment to
retrieve the fitness, i.e. the level of phenotypical adaptation of each
individual.

The main genomic difference with the prokaryote model is that the
individuals have two homologous chromosomes (they are diploid),
which are linear instead of circular. Then, there is sexual reproduction,
each parent giving one chromosome to the offspring. Finally, upon
reproduction, parents undergo a mandatory meiotic recombination,
thus the chromosome they transmit to their offspring is recombined.
In the rest of the chapter, I will focus on these changes introduced to
transition from the historic prokaryote version of Aevol to the new
eukaryote version (Section 5.2 to Section 5.4). Then, I present the
methodology to run simulations with this new model (Section 5.5)
and analyze them (Section 5.6).

5.2 diploid organisms with linear chromosomes

In the prokaryote version of Aevol, each organism owns a single
circular chromosome (see Figure 2.1). To get closer to a eukaryote
model, I started by going from a circular to a linear chromosome, and
then added a second chromosome. This necessitated changes in the
decoding of genomes and the mutational processes, entailing several
modelling choices.

5.2.1 Changes in genome decoding: incomplete RNAs

In Aevol, RNAs start with a promoter — defined by a consensus
sequence —, and end with a terminator — a hairpin-like pattern. If
there is no terminator after the promoter, then the RNA is considered
unstable and the genes it might bear will not de translated. The biolog-
ical rational behind this choice is that the RNA would be recognized
as abnormal and degraded by the cell. Consequently, any gene located
after a promoter but not followed by a terminator is not expressed.
This rarely happens with a circular chromosome, as there must be just
one terminator in the whole genome for all promoters to be followed
by a terminator. However, introducing linear chromosomes changes
that: there can often be promoters near the edge of the chromosome
and no terminator after them (on the leading strand, or before them
for the lagging strand). Thus, it is common to have incomplete RNAs.

These incomplete RNAs had to be correctly identified: contrary to
what occurs on a circular chromosome, a terminator located at position
10 can no longer be used to complete an RNA started by a promoter at
position 10, 000 (on the leading strand). Similarly, for a genome of size
L = 10, 000 bp, there could be promoter or terminator overlapping
the position 0 in the prokaryote model (e.g. starting at position 9, 990
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Figure 5.1: Mutation on a circular VS linear chromosome. Difference in
segment choice for chromosomal rearrangement (here a duplication) between
a circular chromosome (left) and a linear chromosome (right). Note that in
this example, we have 0 < p2 < p1 < L.

and ending at position 11), while this is no longer recognized as
a promoter or a terminator in the eukaryote version as there is no
continuity from positions 10, 000 to 0. As such, the correct handling of
chromosome edges for promoters and terminators detection, as well as
RNA delimitation has been a point of attention during development.

5.2.2 Changes in the mutational process

Chromosomal rearrangements

There are 4 types of chromosomal rearrangements in Aevol: deletion,
duplications, inversions, and translocations. To perform chromosomal
rearrangements, two points (p1 and p2) are drawn at random on the
chromosome to delimit the segment to be deleted, duplicated, inverted
or translocated. On a circular chromosome, there is no location bias
for the segment and its size is distributed uniformly on [1 : L], with
L the size of the chromosome, as we take the two points in the order
they are drawn. On a linear chromosome however, a segment cannot
overlap from position L to position 1. If p2 < p1, we will have to take
the segment from p2 to p1 instead of the segment from p1 to p2 (see
Figure 5.1).

This introduces biases in our mutations: mutated segments are more
often around the middle of the chromosome, and less often near its bor-
ders. Additionally, mutations are on average smaller: the expectation
of segment size is now L/3 instead of L/2. While it is important to be
aware of these new biases, they are inevitable on linear chromosomes,
and we choose to maintain the null hypothesis of drawing positions
at random rather than risking introducing uncontrolled biases in the
model.
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Insertion points

Another major change concerning mutations on a linear chromosome
is that there are now L + 1 insertion points for small insertions, du-
plications, and translocations, instead of L. While inserting before the
“first” base or after the “last” base is equivalent on a circular chro-
mosome, these are two different positions on a linear chromosome.
Following previous modelling choices of Aevol, the insertion point is
drawn uniformly on the possible positions.

Length of small deletions

InDels differ from chromosomal rearrangements in Aevol in that only
one position is drawn, before choosing randomly the (small) length of
the mutational event (instead of a second position). While the length of
small insertions is not affected by having linear chromosomes, as one
can add an arbitrary number of bases at any insertion point, the length
of small deletions has to be limited when occurring near the border
of a linear chromosome. We choose to always draw the deletion size
from the same distribution of possible length, and then perform the
maximal possible deletion, rather than preemptively limiting the size
of the event. For instance, if there are only 4 bases after the mutation
position, and we are supposed to delete 6 bases, we simply delete the
4 remaining bases.

5.2.3 Diploidization of the organisms

Having two chromosomes per organism instead of one entailed further
modeling choices, especially regarding how to compute the phenotype
and the possibility of DNA transfer from one chromosome to the other.

Phenotype computation

In Aevol, proteins are triangles defined by 4 parameters: their height
h, width w, position on the trait space m, and expression level e. To
compute the phenotype, proteins are summed together. We retain this
behavior in the eukaryote version, and proteins from both chromo-
somes will be summed together: there are no recessive or dominant
alleles. Now, the order in which proteins are summed mattered, as
summing the same numbers in a different order can change the final
result due to the accumulation of floating rounding errors by the com-
puter. To ensure that two organisms that have the exact same proteins
and promoters have the exact same phenotype — thus the exact same
fitness —, proteins are therefore sorted based on these 4 parameters
before being added.

To keep this property in the eukaryote version, we first merge all
proteins from both chromosomes into a single list, that is sorted before
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summing the proteins. As a result, the chromosome on which a protein
is located does not impact the final phenotype, which is the expected
behavior since being chromosome “A” or “B” is arbitrary and does
not reflect any biological reality.

Cross-chromosome mutations

Duplications and translocations copy or cute a segment of DNA and
insert it somewhere in the genome. In theory, these mutations could
be cross-chromosome, and a segment from chromosome “A” could
be inserted into chromosome “B”. However, to limit the complex-
ity of software development, it has been decided that duplicated or
translocated segments could only be inserted in the chromosome from
which they originate. Since recombination already provides a mean of
exchanging genetic material between chromosomes (see Section 5.4), it
would have been useless to add further complexity in these mutational
processes. As such, there are no cross-chromosome mutations other
than recombinations.

5.3 sexual reproduction

The second major step for transitioning from a prokaryote-based
model to a eukaryote-based model was to introduce sexual reproduc-
tion. In the eukaryote version of Aevol, to populate a grid cell, we
select two parents — instead of one in the prokaryote version. Each
parent gives one chromosome to the offspring.

While the most usual form a selection in the prokaryote version
is the local competition, in which neighboring individuals from a
3× 3 square compete with one another to replicate into each grid cell,
the default usage of the eukaryote model is global competition and
mating. This allows for not being too restrictive in the choice of the
two parents. Note that to avoid any unforeseen bias in chromosome
order, especially because of recombination (see Section 5.4), the order
of the chromosomes (“A” or “B”) is randomized at each generation.

If the same parent is chosen twice, then there is a case of auto-
fecundation. As this could introduce uncontrolled biases, we choose to
control the proportion of auto-fecundation (or “selfing” events). It can
be either set to a fixed proportion (from 0% to 100%), in which case we
first choose between a selfing or non-selfing event before drawing the
parent(s) accordingly, or be unspecified, in which case it just depends
on how often the same parent is chosen twice. In the latter case, the
selfing proportion thus depends on the distribution of fitness values
in the population and can vary across generations.



96 eukaryote aevol

5.4 meiotic recombination

The last step of the development of the eukaryote model was to
introduce meiotic recombination. Instead of just giving one of its
chromosomes to its offspring, a parent first performs a recombination
between its two chromosomes and then gives one of the recombined
chromosomes to the offspring. Notably, the recombined chromosomes
are only temporarily stored and do not replace the parents’ chromo-
somes. If the same individual is chosen several times as a parent, then
it performs a new recombination each time, always starting from its
initial pair of chromosomes. As such, if an individual has more than
one offspring, the chromosomes inherited by the different offsprings
will be different. This can be seen as indirectly implementing the
life-cycle of a multi-cellular organism, in which gamete formation by
meiosis occurs in the germline, creating a pool of gametes that are all
genetically distinct, and this, without changing the genotype of the
individual itself.

To perform a recombination, we look for a homologous sequence
between the two chromosomes. To this end, several parameters are
needed: the distribution from which we draw possible recombination
points, the algorithm to measure the local alignment score, the target
alignment score, and the maximal number of trials before giving up if
the required alignment score cannot be reached. Due to the number
of possible parameters and their combinations, most parameters have
been chosen quite arbitrarily, and the following sections explain the
rationale behind the choices.

5.4.1 Distribution of possible recombination points

The biological rational behind the algorithm for choosing the possible
recombination breakpoints is that chromosomes have a general phys-
ical alignment in the cell, hence potential pairs of points should be,
on average, on approximately the same position on the chromosome
— although exceptions are possible. Therefore, we consider that chro-
mosomes are more or less physically aligned: given a first point on
the first chromosome, the position of the second point is not drawn
uniformly on the second chromosome but with a biased probability
towards the same position on the chromosome. Then, we look for an
alignment on the sequence level: the breakpoints for the recombination
are chosen based on sequence homology. This prevents breaking genes
at each generation, while still allowing for illegitimate recombinations,
given a local homology in the sequences.

To explain more precisely how the model works, let us call the two
chromosomes A and B. They are of length LA and LB. A position pA
is drawn uniformly on the first chromosome (chromosome A). The
second position of the pair of points is not taken uniformly on the
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second chromosome, but in the “physical” proximity of pA. To define
this physical proximity, we take the position “in front of” pA on the
chromosome B, by scaling the with the length of both chromosomes
(pA′ =

pA∗LB
LA

). Then, we draw the position pB from a normal law
around this position, with σ = 0.05× LB (see Figure 5.2). Thus, we
are more likely to find a homology quickly (as both chromosomes
stay roughly homologous throughout the simulations), but it is still
possible to sometimes perform illegitimate recombination: the normal
law maintains a probability to test pairs of points that are far away.
Scaling σ with the chromosome size allows to still test positions that
are very far away in larger chromosomes.

Once a pair of points pA and pB has been selected, the homology
score at these positions is computed with the following algorithm:

Algorithm 1 Alignment score computation

s← 0 ▷ current score
d← ±1 ▷ direction of the alignment
for x = 0 ; x < m ; x++ do ▷ Where m is the maximal length

if pA + x× d = pB + x× d then
s← s + 1
if s > target then return s
end if

else
s← s− 2
if s ≤ 0 then return s
end if

end if
end for
return s

In short, we first choose the direction in which to test the align-
ment and compare the two selected bases at positions pA and pB. If
they match, we increase the alignment score by 1 and compare the
following bases. On the other side, each mismatch will decrease the
alignment score by 2. This is done until the score goes below 0, or until
the maximal length of the alignment, defined 1.5 times the required
alignment score, is reached.

While the computed score is below a required alignment score, and
while the maximal number of trials is not reached either, we re-draw
a pair of points. For my experiments, I took the maximal number
of tries to be twice the genome length of the individual. It depends
on the chromosome lengths, as bigger chromosomes are expected to
have more points of physical interactions than smaller chromosomes
during meiosis. As soon as the minimal alignment score is reached,
the search stops and the recombination is performed between pA and
pB: the two new chromosomes are composed of the segments from



98 eukaryote aevol

0 to pA and pB + 1 to LB on the one side, and 0 to pB and pA + 1 to
LA on the other side. Figure 5.3 depicts the formation of an offspring
from two distinct parents that each perform a meiotic recombination
event.

If the minimal alignment score is not reached within the maximal
number of tries, the recombination is performed on the best-matching
pair of points. For my experiments, I took a score of 50, which was
both high enough for chromosome homology to be maintained in the
long run and low enough for the search to be relatively quick and for
the minimum score to be almost always reached within the maximal
number of trials.

Figure 5.2: Distribution of potential recombination point on the second
chromosome. The potential recombination point on chromosome A is drawn
uniformly on chromosome A. Then, its equivalent pA′ is computed on chro-
mosome B, and a normal distribution around this equivalent position is used
to draw the potential recombination point on chromosome B.

5.5 running simulations

In the prokaryote version of Aevol, one can start a simulation either
from a pre-evolved individual, given its DNA sequence, or from a
randomly generated naive individual with one beneficial gene. This
second option is not yet available in the eukaryote version of Aevol,
due to a founding effect that prevents individuals from actually being
diploid. Indeed, in the early stages of Aevol, it is very beneficial to
quickly accumulate diverging gene copies. The fast selective sweeps
cause the two chromosomes to diverge quickly, and one chromosome
is selected above the other, resulting in one degenerated chromosome
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Figure 5.3: Reproduction event in the Eukaryotic version of Aevol. Two par-
ents each undergo a meiotic recombination between their two chromosomes,
and the offspring inherit one recombined chromosome from each parent.

and one chromosome carrying all the genes. Once this situation occurs,
it is irreversible: having two copies of the chromosome that bears genes
is equivalent to a whole genome duplication. In Aevol, that brutally
multiplies by two the activation level of each trait, largely overshooting
the phenotypic target. As such, it is a highly deleterious event that
never goes to fixation.

Consequently, the only way to start a eukaryote simulation is to
pre-evolve prokaryotic individuals with a halved phenotypic target,
i.e. having divided by two the target activation level of all traits. Once
a stable genome structure is reached in these conditions (typically
after 10, 000, 000 generations), we manually perform a whole genome
duplication by importing a prokaryotic individual into a eukaryotic
setting with twice the same chromosome and a restored phenotypic
target. While not fully satisfying, this process ensures that we obtain
stable diploid organisms that evolve with sexual reproduction and
meiotic recombination. Before confronting these newly diploid organ-
isms to different evolutionary conditions that we want to compare, it
is recommended to let them evolve within the eukaryote framework
for a while. This ensures that they adapt to these specific conditions
and reach a stable state, thus that future differences we may observe
are due to the later changes in evolutionary conditions and not to the
adaptation to the eukaryote conditions.
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Future extensions of the model could solve this problem by allowing
whole genome duplication that would not be as deleterious. With this
requirement, the first selected chromosome could be duplicated and
replace the second degenerated in viable and diploid offspring. One
way to achieve this would be to change the way the phenotype is
computed in Aevol. Currently, each gene is translated and decoded
into a triangle function with a given position on the trait axis, width,
and height, and the phenotype is the sum of all these triangles. As
such, a whole genome duplication doubles the phenotypes’ function
height and largely overshoots the target. To overcome this issue, a
possibility could be to always normalize the phenotype such that
the area under the curves remains constant. Thus, a whole genome
duplication would not change the phenotype. While this would be
another approximation, the idea is that the relative concentration of the
different proteins is more important than their absolute concentration
(“gene dosage effect”). However, this remains to be implemented and
tested in Aevol.

5.6 post treatments

5.6.1 Impossible lineage study

The most standard way to analyze a simulation in prokaryote Aevol
is to retrieve the ancestral lineage of the final population and study
its statistics. This allows following a single individual across time that
harbors the mutations that went to fixation in the population. Due to
sexual reproduction and recombination, this is no longer possible in
the eukaryote version. While there can be coalescence when looking
backward in time for any single gene of the extant population, the
whole genome does not coalesce, and it is not possible to follow a
single individual across time and gather lineage information.

The question of the study of the genetic ancestry of eukaryote-like
populations with sexual reproduction and meiotic recombination has
been explored during the PhD thanks to a collaboration with Manuel
Lafond, Associate Professor at the University of Sherbrooke (Canada).
While we did not find a satisfying way of studying a “lineage” in our
Aevol eukaryote-like simulations, we found some interesting results
on how different parameters such as the population size and the chro-
mosome length affect how ancestral information is structured within
populations. This work in progress in presented in the Appendix D.

5.6.2 Population analyses

As we could not restrict analyses to a single individual per generation,
we resorted to record statistics on the whole population. Indeed, a
standard Aevol simulation evolves populations under different con-
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ditions and records at runtime their fitness and genome structure,
i.e. total genome length, number of genes and RNAs, and coding
and non-coding size. That alone suffices to observe the effect of cer-
tain parameters (such as population size, mutation rates, or selfing
proportion) on genome architecture evolution.

Several post-processing options are also available in Aevol to bet-
ter understand the processes and mechanisms explaining changes in
genome structure at the population level. They allow us to study the
difficulty of recombination (number of trials to find a recombination
point and homology score at the recombination point), the mutational
robustness of a population, or the replicative robustness of a popula-
tion, i.e. the average loss in fitness after a replication event. While only
statistics for the best individual and averages for the whole population
are recorded at run time, it is also possible to extract detailed statistics
for each individual at a given time step. This allows us to study the
variance of our observed variables within populations.

Finally, additional post-treatment specific to a set of experiments
are often developed, as is the case in Chapter 7, where we measure
the replicative robustness while changing the reproduction mode
(i.e. forcing selfing or non-selfing, regardless of the parameter used
to simulate the population initially). These post-treatments will be
presented in the chapter where they are used.

5.7 software availability statement

My work consisted of the development of a eukaryote prototype,
which I used for the experiments presented in Chapter 6 and Chap-
ter 7. It is available on my personal fork of Aevol on GitLab. Once
validated, the prototype has been merged into the main repository for
Aevol by David P. Parsons, research engineer in the Inria Beagle Team.
Consequently, the eukaryote model is now also available via the main
repository of Aevol and is presented in Luiselli et al. (2025b).

https://gitlab.inria.fr/jluisell/aevol-eukaryotes/-/tree/tree_management_cleaned
https://gitlab.inria.fr/aevol/aevol
https://gitlab.inria.fr/aevol/aevol
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E U K A RY O T E G E N O M E S T R E A M L I N I N G ? E F F E C T
O F M U TAT I O N R AT E A N D P O P U L AT I O N S I Z E O N
E U K A RY O T E G E N O M E S I Z E R E D U C T I O N

In Chapter 3, we observed that an increase in population size or muta-
tion rate could provoke a genome size reduction in our prokaryote-like
model organisms due to the selection for robustness to chromosomal
rearrangements. However, these same parameters could have a differ-
ent impact on eukaryote-like organisms, as it has been observed that
population size reduction triggers different responses in prokaryotes
and eukaryotes, which could be explained by different mutational
biases: an insertion bias for eukaryotes and a deletion bias for prokary-
otes (Ratcliff, 2024). While we showed in Chapter 3 that our results
are robust to potential mutational biases, other differences between
eukaryotes and prokaryotes could explain their different behavior.

To test whether the eukaryote-like characteristics introduced by the
new eukaryote version of Aevol modify the reaction of genomes to
changes in population size or mutation rate, we perform experiments
similar to those of Chapter 3, within the new eukaryote framework.
This serves both as a validation and test of the model and as a scientific
exploration of the question of genome size evolution in a eukaryote
context.

The results presented here were produced using Aevol-9, the ver-
sion of the software that integrated the eukaryote prototype into the
software’s stable code base.

6.1 materials and methods

6.1.1 Model

The eukaryote version of Aevol is described in Chapter 5.

6.1.2 Experimental protocol

Wild-Typing

Wild-Type generation
Starting from random genomes with one good gene, 10 prokaryote

populations have been evolved for 10, 100, 000 generations in a stable
environment, allowing them to reach a stable genome structure. We
then extract the common ancestor of the final population at generation
10, 000, 000 and duplicate its chromosome to form a diploid organism.
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We let the 10 diploid organisms evolve 1, 000, 000 more generations
in the eukaryotic setting with an adapted environment so that they
adapt to diploidy, sexual reproduction, and meiotic recombination.
There are 5 repetitions of each of these adaptation phases, totaling 50
simulations. Note that selfing is not allowed, and we transition from
a local selection on a 3× 3 neighborhood — the standard prokaryote
selection condition — to a global selection.

In both the prokaryote and eukaryote parts of the experiments, the
population size is kept constant at N0 = 1, 000, and the mutation rate
for 6 types of mutations (substitution, small insertion, small deletion,
duplication, large deletion and inversion) is constant at µ0 = 10−6 per
base pair. There are no translocations in these experiments.

During this wild-typing phase, the average fitness and genome
structure (genome size, coding fraction) of the lineage — for the
prokaryote phase — or of the populations — for the eukaryote phase
— is recorded. This allows us to test whether the transition from
prokaryote to eukaryote conditions yields unexpected changes in the
evolution.

Wild-Type selection
To limit the number of experiments, only 5 of the 10 Wild-Types

were selected for the second part of the experiment. As the aim is
to observe changes in genome structure, we select the 5 Wild-Types
that had, on average, the lowest variance in total genome size along
the 500, 000 last generations of the experiments. There are two main
reasons for this. First, the genome structure is expected to change in
the early phase of the experiments as the organisms adapt to the new
conditions, which is why the first half of the experiments are excluded
from the variance computation. Second, it is known in Aevol that
some Wild-Types are more stable than others, and we could observe
that some repeats displayed huge variability in genome size despite
the experimental conditions being kept constant, which could add
noise to our observations. Since the Wild-Types selected have a very
stable genome structure, any variation we detect will most probably
be due to the changes in the experimental conditions.

Consequently, the second part of the experiments will be run from
one random repeat extracted from Wild-Types 0, 3, 5, 6, and 7.

Effect of population size and mutation rate

Each of the 5 selected WTs is confronted with a change, either in
population size or in mutation rates (both being multiplied by 4 or
divided by 4), for 5 repetitions and 1, 000, 000 generations. A control
experiment is also run for the same duration, without changes in
population size or mutation rate, totalling 125 simulations.

During the experiments, the average fitness and genome structure
(genome size, coding fraction) for the population are recorded, allow-
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ing us to compare genome architecture evolution under the different
tested conditions.

6.1.3 Data availability statement

Simulations have been run with Aevol-9.1 (https://gitlab.inria.
fr/aevol/aevol/-/tags/v9.1).

6.2 results

6.2.1 Adaptation to the eukaryotic framework

Figure 6.1: Non-coding (left) and coding (right) genome sizes, and coding
fraction (bottom) of the prokaryotes Wild-Types, along 10 million gener-
ations. For each of the 10 WTs, the value displayed is the ancestor of the
final population (at generation 10, 100, 000. The mutation rate is constant at
µ0 = 10−6 per base pair for each type of mutation, and the population size
is constant at N0 = 1, 000.

First, we can note that the prokaryotes Wild-Types all behave very
similarly (see Figure 6.1). They each undergo a substantial increase in
non-coding genome size at the very start of the simulations, which
will decrease slowly along generations to reach an equilibrium. The

https://gitlab.inria.fr/aevol/aevol/-/tags/v9.1
https://gitlab.inria.fr/aevol/aevol/-/tags/v9.1
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coding size, on the other hand, is reached very rapidly and displays
almost no variations after the first 1, 000, 000 generations.

After 10, 000, 000 generations, the prokaryote Wild-Types display a
very stable genome structure, with a mean genome size of 12, 621 bp
across the simulations and a mean coding fraction of 60%.

Directly after the diploidization, genomes tend to contract slightly,
losing mostly non-coding base pairs (see Figure 6.2). However, con-
trary to what happened in prokaryotes, this tendency is not retained,
and the genome structure of many replicates is very unstable. The vari-
ation in coding fraction illustrates this well: while the prokaryote WTs
vary between 50% and 70% of coding fraction, the eukaryotes vary
between 40% and 80%. It is also notable that many individual simula-
tions occasionally gain a lot of non-coding base pairs and sometimes
also coding base pairs. These bursts of variability are always observed
in the upward direction: no large genome contraction happens. Over-
all, there is no major change in genome structure introduced by the
transition from the prokaryote to the eukaryote model.

Figure 6.2: Non-coding (left) and coding (right) genome sizes, and coding
fraction (bottom) of the eukaryote Wild-Types, along 1 million generations.
For each of the 10 WTs, the value displayed is the mean of the population
every 1, 000 generations. The mutation rate is constant at µ0 = 10−6 per
base pair for each type of mutation, and the population size is constant at
N0 = 1, 000. The 5 median Wild-Types, which are selected for the rest of the
experiments, are in bold lines while the others are dotted.
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To perform the experiments with varying population sizes and
mutation rates, we extract the 5 Wild-Types with the lowest genome
size variance, as described in Section 6.1.2.

6.2.2 Change in population size

Similarly to the experiments of Chapter 3, an increase in population
size is associated with a decrease in the total genome size, which is
driven by a decrease in the non-coding genome size (see Figure 6.3).
Conversely, a decrease in population size is associated with an increase
in the total genome size, which is driven by an increase in the non-
coding genome size. The coding part of the genome also varies, but
more slightly and in the opposite direction. Consequently, the coding
fraction of the genomes is positively correlated with the population
size, as was the case in the prokaryote experiments.

Figure 6.3: Total (A), coding (B) and non-coding (C) genome size variations,
and final coding fraction (D), after 2 million generations. For each of the 5

WTs, 10 replicas were performed under a constant mutation rate (µ0 = 10−6

per base pair for each type of mutation) with 3 different population sizes
(N0 = 1, 000 being the control population size).

6.2.3 Change in mutation rate

Similarly to the experiments of Chapter 3, an increase in mutation
rate is associated with a decrease in the total genome size, which is



108 eukaryote genome streamlining

driven mainly by a decrease in the non-coding genome — although
the coding genome also decreases (see Figure 6.3). Conversely, a
decrease in mutation rate is associated with an increase in the total
genome size, but due to the low amount of mutations, this change
happens slowly, and genomes are still far from their equilibrium sizes
after 1, 000, 000 generations. Consequently, the coding fraction of the
genomes is positively correlated with the mutation rate, as was the
case in the prokaryote experiments.

Figure 6.4: Total (A), coding (B) and non-coding (C) genome size variations,
and final coding fraction (D), after 2 million generations. For each of the
5 WTs, 10 replicas were performed under a constant population size (N0 =
1, 000) with 3 different mutation rates (µ0 = 10−6 per base pair for each type
of mutation being the control mutation rate).

6.3 discussion

The results show that there is no difference in how genome archi-
tecture reacts to changes in either population size or mutation rate
in the eukaryote-like model, compared to the prokaryote-like model.
This tends to show that there is no difference in nature in how the
genome architecture of both eukaryotes and prokaryotes is shaped.
In particular, neither the transition to diploidy, to obligatory sexual
reproduction, nor the introduction of meiotic recombination seems to
provoke fundamental differences in how genomes react to changes
in either N or µ. Consequently, the reactions to N and µ observed
here are probably due to the same mechanisms as in prokaryotes,
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i.e. the selection for robustness to chromosomal rearrangements. As
such, differences in genome architecture between prokaryotes and
eukaryotes could be solely — or mostly — explained by differences
in population size and mutation rate, which lead to differences in the
strength and importance of drift and robustness selection.

However, the simulation results could be further analyzed to mea-
sure the robustness of the organisms to a replication event and to the
different types of mutations. Contrary to the prokaryote experiments,
these analyses cannot be performed on the unique common ancestor
of the population: because of sexual reproduction and recombination,
we cannot isolate a single individual that would give information
on the whole population. Therefore, new post-treatments have to be
developed to analyze the population level instead of a lineage, and
should be added to Aevol-9. This would allow reproducing the full set
of experiments and measures performed in Chapter 3 to confirm that
there is no difference in the selection of robustness to chromosomal
rearrangements in both cases.

Despite eukaryotes and prokaryotes reacting the same way to N
and µ within our framework, it is important to note that eukaryote
genomes are much more unstable, as shown in Section 6.2.1. Indeed,
some simulations undergo huge changes in genome size, which is
overall much more variable in the eukaryote framework than in the
prokaryote one. Several hypotheses could explain this: the eukaryote
Wild-Typing phase lasted for only 1, 000, 000 generations, while the
prokaryote phase lasted 10, 000, 000. While we assumed that a stable
prokaryote would rapidly yield a stable eukaryote, the adaptation
to the new experimental conditions could actually take longer than
that, and it seems necessary to extend the experiments to 10, 000, 000
generations to rigorously compare the variances in genome size for
both types of organisms.

Another hypothesis is that the meiotic recombination, a newly intro-
duced eukaryote characteristic that acts directly on the genome at each
generation, could lead to genome instability due to the possible rapid
accumulation of tandem duplications: once a segment is duplicated, it
can recombine with its previous copy and create more copies at each
generation. To better understand that, or to identify which other part
of the eukaryote package leads to the genomic instability, it would
be very interesting to run experiments with a subset of the eukaryote
features: with and without recombination, with and without sexual
reproduction, etc.

Finally, we know that in Aevol, the history of genomes carries
a heavy weight: the genome instability could be the result of our
prokaryote initiation. It is known in Aevol that experiments starting
at a normal mutation rate that transition to a high mutation rate do
not reach genome sizes as low as experiments immediately starting at
high mutation rates. The early phase of the experiments influences the
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range of possible genomes later on. As a consequence, it is possible
that a native eukaryote would harbor a different — and potentially
more stable — genome structure. To test this, profound changes must
be brought to Aevol and the phenotype computation (see previous
chapter, Section 5.5), but it would allow exploiting the full potential of
this new version of Aevol.

Despite this current limitation, the eukaryote framework introduced
already raises many interesting questions. While it has not altered the
way genome architecture responds to changes in population size or
mutation rate, it has added new parameters that could impact genome
size evolution. Indeed, the reproductive mode (sexual vs asexual, pro-
portion of auto- vs allo-fecundation) or the meiotic recombination
parameters (minimal alignment score, number of recombination per
generations, duration of homology search, etc.), could have a consid-
erable impact on the evolution of genome architecture. The following
chapter explores this by presenting experiments with different im-
posed selfing rates and studying the associated changes in genome
architecture.
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C O N S E Q U E N C E O F R E P R O D U C T I V E M O D E

foreword

The following work is an ongoing collaboration with Diala Abu Awad,
Associate Professor at the Paris-Saclay University.

Chapter 6 showed that eukaryotes’ genomes react in the same way
as prokaryotes’ genomes when confronted with changes in popula-
tion size or mutation rate. As such, the selection for robustness to
chromosomal rearrangements seems similar in both realms, and the
differences in genome architecture between them could be mainly due
to their differences in effective population size and mutation rates, as
shown in Chapter 4. The eukaryote version of Aevol, however, raises
further questions on the specificities of eukaryotic genome architecture
evolution. Indeed, it allows the exploration of new parameters, such
as the proportion of auto- or allo-fecundation in a population.

In this work, we focus on the impact of the reproductive mode on
genome architecture evolution by comparing populations with forced
outcrossing, partial selfing, or almost mandatory selfing. We show
that while outcrossing populations have a higher effective population
size than selfing populations, they have larger genomes with more
non-coding content. This contradicts the effect of effective population
size documented in Chapter 3, Chapter 4, and Chapter 6 and shows
that more complex phenomena can arise when introducing sexual
reproduction.

The results presented here were produced using the eukaryote
prototype I developed. They will be reproduced with Aevol-9, the
stable version of the software that integrated my prototype, in the near
future. Supplementary Materials for this chapter have been added as
the Appendix F.

111



112 genome size and structure : a direct consequence of reproductive mode

7.1 introduction

Genome size is not only subject to rapid change on the evolutionary
timescale but presents considerable variation within populations (Jef-
fery et al., 2016; González et al., 2022; Franco et al., 2024; Cang et al.,
2023). Verbal and mathematical models predict that selection could
act to reduce the total genome size to avoid unnecessary metabolic
costs while still being able to carry out important functions (Lynch and
Conery, 2003; Krakauer and Plotkin, 2002; Elena et al., 2007). Generally,
the role of effective population size (Ne) is considered central to under-
standing the dynamics of genome size. Larger Ne should yield a better
selection for streamlined genomes, whereas small Ne is expected to
result in larger genome sizes. But to what extent genome size results
from selection or genetic drift is an ongoing debate (Blommaert, 2020).

A proxy of Ne is the genetic diversity, which seems to be correlated
with life-history strategies (Romiguier et al., 2014; Chen et al., 2017).
There also are consistent findings of correlations between life-history
traits and genome size (in eukaryotes Beaulieu et al., 2007; Knight
and Beaulieu, 2008; Cutter, 2019; Bureš et al., 2024, and in prokary-
otes Beier et al., 2022), pointing to the potential role of life-history in
genome size evolution. In angiosperms, more specifically, it has been
suggested that this correlation is due to the “large genome constraint”
hypothesis (LGCH), wherein larger genome sizes negatively impact
plant physiology and are thus selected against (Knight et al., 2005;
Bureš et al., 2024). However, there is no direct evidence to support
this hypothesis. Another angle would be to consider more mecha-
nistic processes. Indeed, going beyond metabolic selection, observed
tendencies may reflect a coevolution between life-history traits and
mutation and recombination rates, processes that show a correlation
with genome size (mutation: Sniegowski et al., 2000; Marais et al.,
2008; recombination: Stapley et al., 2017, also see Lynch, 2007b) and
are directly involved in reproduction and the transmission of genetic
material.

As genome size evolution appears tightly linked to the way genetic
material is transmitted, the reproductive mode is also an important
parameter of the story. Self-fertilization is a widespread reproductive
strategy in hermaphroditic animals and plants (Barrett, 2002; Jarne
and Auld, 2006). It has been shown that the reproductive mode not
only changes genome composition (Arabidopsis thaliana: Hu et al., 2011,
Caenorhabditis: Fierst et al., 2015), but that there is a tendency for
self-fertilizing species to evolve smaller genome sizes (Wright et al.,
2008; Whitney et al., 2010). This trend is considered one of the mark-
ers of the “selfing syndrome” (Cutter, 2019). Smaller genome sizes
in self-fertilizing populations are in disagreement with expectations
on the role of Ne in genome size evolution, as selfing in associated
with a lower Ne (Charlesworth and Charlesworth, 1987; Nordborg,
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2000; Wang et al., 2016a). Indeed, controlling for phylogenetic non-
independence, large-scale phylogenetic approaches yield no correla-
tion between Ne and genome size in angiosperms (Whitney et al.,
2010).

Transposable Elements (TEs) have been shown to be non-negligible
contributors to genome size (Ågren and Wright, 2011; Hu et al., 2011;
Kapusta et al., 2017). The duplication and spread of these elements
are hypothesized to be better kept “under control” in self-fertilizing
genome (Roze, 2023), potentially contributing to lower genome size in
self-fertilizing species. However, while data on genome composition
points to a correlation between reproductive mode and other elements
of genome composition — such as the number and proportion of
coding and non-coding DNA (Hu et al., 2011) —, there does not seem
to be a correlation between reproductive mode and TE numbers, in
some species at least (Tam et al., 2007). Therefore, self-fertilization may
have an effect that goes beyond its interaction with the dynamics of
TEs.

While solid groundwork has been laid in the development of theo-
retical models to study how self-fertilization affects recombination and
mutation rates (Roze and Lenormand, 2005; Gervais and Roze, 2017;
Stetsenko and Roze, 2022), it is not clear how the consequences of
self-fertilization on drift and selection, congruently with these changes
in rates, would influence genome size. Modeling the dynamics of
genome composition and size is an arduous and simulation-heavy
task. Aevol is an in-silico experimental evolution tool developed specif-
ically to study genome structure (Knibbe et al., 2007a; Banse et al.,
2024b). Initially based on microbial (bacterial) organisms, a recent
extension to account for sex and recombination has been integrated
(Luiselli et al., 2025b). We use this extension to study whether and how
self-fertilization influences genome size within this framework. We
found that populations that self-fertilize tend to have smaller genome
sizes despite a smaller Ne.This difference in genome size is mostly ex-
plained by a reduction in the non-coding genome size in populations
that self-fertilize, i.e. these populations present a more streamlined
genome.

7.2 results

Due to model constraints, the initial stages of the simulations are run
within a prokaryote framework. Individual then undergo a diploidiza-
tion stage and are let to adapt to the eukaryote conditions for 1, 000, 000
generations before being confronted with changes in their reproduc-
tion mode. Details are provided in Section 7.4
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7.2.1 Relationship between genome structure and fitness

Right after the diploidization stage, simulations are run for a further
one million generations to allow adaptation to the new genomic con-
figuration (see Materials and methods, Section 7.4). During this time,
both genome size and population fitness continue to evolve. In Fig-
ure 7.1, we show four of the ten simulations run to illustrate possible
outcomes.

Figure 7.1: Average fitness (A), genome size (B), coding fraction (C), and
coding size (D) for 4 different populations during 1, 000, 000 generations
after their diploidization. The full data for the 10 populations are shown in
Supp. Figure F.1

Changes in total genome size do not necessarily reflect a change in
fitness (compare Figure 7.1A and Figure 7.1B, Table 7.1). Although,
on average, the fitness and coding genome size of the populations
seem positively correlated, this is not significant when using only the
ten WT populations. This was probably due to low statistical power
(Table 7.1) and to one of the WT simulations, WT3, presenting extreme
values (see Supp. Figure F.2 and Figure F.4). Analyzing the same
metrics using the results from 50 simulations run a further 500, 000
generations (five replicates for each WT that remained outcrossing
(self-fertilization rate of 0, see methods), we see the same tendencies in
correlation coefficients as for the WT populations, but it is significant
between fitness and coding, and fitness and total DNA (Table 7.1,
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Correlation coefficient p-value

Coding DNA 0.576 (0.647) 0.082 (6.701× 10−7)

Non-coding DNA 0.236 (0.205) 0.511 (0.162)

Total DNA 0.333 (0.372) 0.347 (0.009)

Proportion of coding DNA −0.152 (−0.070) 0.676 (0.638)

Table 7.1: Spearman correlation coefficients and p-values for the rela-
tionship between fitness and coding, non-coding, and total DNA 500, 000
generations after the beginning of the simulation for nine of the ten initial
wild-types (WT3 was excluded, see text). Between brackets, the same values
were calculated after a further 500, 000 generations, but using five replicates
of each wild-type population in which selfing was maintained at 0.

values between brackets). On the other hand, the absolute quantity of
non-coding and the proportion of coding DNA are not significantly
correlated with fitness (also see Figure 7.1a and Figure 7.1c).

The positive correlation between total genome size and fitness is
mostly driven by the increase in coding DNA. This is in agreement
with the underlying assumptions of the Aevol framework, as a larger
coding genome allows for a better fine-tuning of the phenotype. Yet,
the amount of coding DNA does not predict fitness, as populations
with the same amount of coding DNA can have quite different fit-
nesses, and vice versa. Indeed, contingency plays a very important role
in how genome structure (coding vs non-coding DNA) evolves with
time.

Because of the extreme variance observed in population WT3’s
trajectory (see Supp. Figure F.2), it was excluded from the analyses
that follow. Results including WT3 are in the Supp. Mat. and are
referred to throughout the text. The tendencies in the relationship
between self-fertilization and genome structure, though no longer
significant, are unchanged when including this run.

7.2.2 Effect of self-fertilization on genome size and fitness

Once the WT lineages were deemed to be at equilibrium, self-fertilization
was introduced. Each WT population was used as a starting point
for five replicates per selfing rate tested (0%, 50%, and 95%). After
500, 000 generations, the trajectories were not yet at a stable equilib-
rium, but we could make out some general tendencies. Though the
changes were quite small, at 500, 000 generations, we found significant
negative correlations between the selfing rate and changes in total
genome size, coding-DNA, and non-coding DNA (Table 7.2).
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Figure 7.2: Changes in total, coding and non-coding DNA for all simula-
tions after 500, 000 generation, color-coded for WT lineage. Stars indicate sig-
nificance threshold, after Bonferroni correction: ∗ : p < 0.05, ∗∗ : p < 0.005,
∗ ∗ ∗ : p < 0.0005 (Supp. Table F.1 for full results). Due to its atypical behav-
ior, WT3 has been excluded from the analyses, but the full data are available
in the Supp. Figure F.5

Correlation coefficient p-value

Fitness ratio −0.225 0.007

Coding DNA ratio −0.346 2.01× 10−5

Non-coding DNA ratio −0.194 0.019

Total DNA ratio −0.237 0.004

Table 7.2: Spearman correlation coefficients and p-values for the relationship
between the selfing rate and ratios of fitness, coding, non-coding, and total
DNA (value after 500, 000 generations over value at the start of the simula-
tion). For each selfing condition, there are five replicates of each of the nine
wild-types (excluding WT3).

The differences in genome size between the different selfing rates
is driven by both an increase in coding and non-coding DNA in non-
selfing populations and a decrease in non-coding DNA in selfing
populations (see Figure 7.2). The degree of self-fertilization (50% or
95%) is of little importance, the main differences being between non-
selfing and selfing populations (significance indicators on Figure 7.2).
Over time, the mean total genome size tends to decrease for higher
self-fertilization rates and increase for non-selfing populations (Supp.
Figure F.3). A closer look at the coding structure revealed that, while
WT lines have an average of 15, 667 coding base pairs and 248.8 genes,
after 500, 000 generations, outcrossing populations have an average of
16, 012 coding base pairs and 251.5 genes and self-fertilizing popula-
tions (at a self-fertilization rate of 95%) have 15, 678 coding base pairs
and 247.2 genes. So, there is both an increase of base pairs and genes
in the coding DNA of outcrossing populations, whereas self-fertilizing
populations show no change in the number of base pairs but have a
reduced number of genes.

The negative correlation in total genome size is mainly driven by
the change in non-coding DNA, as attested by the strong similarity
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in trajectories of the change in the total amount of DNA and in the
amount of non-coding DNA (Figure F.3b and d) and the much higher
relative change in the amount of non-coding DNA at 500, 000 gener-
ations (Figure 7.2c). More precisely, WT lines have on average 7, 258
non-coding base pairs, while after 500, 000 generations outcrossers
have 7, 334 base pairs and selfers have 6, 070: the difference is greater
than in the coding size of the genomes. In the Aevol framework, a
decrease in the amount of non-coding DNA is observed in populations
with a large effective population size Ne or a higher mutation rate µ

(Knibbe et al., 2007a; Luiselli et al., 2024). As we did not change the
mutation rate, we estimated Ne in our simulations to quantify its effect
on genome structure in the following section.

7.2.3 Estimating the effective population size (Ne)

Higher self-fertilization rates should decrease Ne even in the absence
of selection, as the rate of coalescence is automatically increased (i.e.
the homologous copies of a given gene in an individual can coalesce in
a single generation Nordborg, 2000). As mentioned previously, within
the Aevol framework, a decrease in the proportion of non-coding DNA
occurs in populations with high Ne, as selection is more efficient and
favors more streamlined genomes (Luiselli et al., 2024). In Table 7.3,
we calculate the effective population size using equations based on
the effective number of reproducing individuals and the variance
in reproductive success. We find that the effective population size
behaved as expected (Wang et al., 2016a), with higher self-fertilization
rates resulting in smaller Ne (see Table 7.3).

This shows that the effective population sizes vary as expected, and
thus a higher Ne is not the explanation of the streamlined genomes in
the selfing populations. In Aevol, genome size is known to covary with
the robustness of genomes: more compact genomes imply a better
replicative robustness and potentially a lower mutational robustness
(Luiselli et al., 2024, 2025a). We therefore examine below how self-
fertilization affects these variables and processes and how they may
contribute to the observed patterns in genome structure.

Selfing rate Avg nb of reproducers Ne [1] Ne [2]

0 777 860 859

0.5 714 658 716

0.95 603 455 609

Table 7.3: Estimates of effective population sizes for different selfing rates.
[1]: measure of Ne based on the variance in the number of offspring per
reproductive individual: Ne =

4N
2(1− α

2−α )+V(1− α
2−α )

with α the selfing rate and

V the measured variance in the number of effectively reproducing individuals
(Caballero and Hill, 1992). [2]: Ne =

4N−2
2+V from (Wright, 1938).



118 genome size and structure : a direct consequence of reproductive mode

7.2.4 Mutational robustness

Mutational robustness is defined as the capacity of a genome to with-
stand a new mutation and maintain its fitness. To obtain the distri-
butions of mutational fitness effects (DFEs) for each selfing rate, we
randomly introduce mutations of each category (deletions, point mu-
tations, duplications, etc.) into random individuals of our populations.
Figure 7.3 shows that self-fertilization rates have little effect on the
DFEs. Mutations are slightly more likely to be beneficial in outcross-
ing populations, but the difference is minimal, and the proportion of
neutral or deleterious mutations remains approximately constant.

Figure 7.3: Measured mutational robustness to any mutation. For each
of the 40 simulations, 10, 000 mutations of each type are performed on
random individuals, and we compare the fitness before/after the mutation.
Plotted values are the proportion (on a log-scale) of mutation landing in
each of the 4 categories based on their selective coefficient s: lethal (s ⩽
−0.999), deleterious (−0.999 < s ⩽ −0.001), neutral (−0.001 < s ⩽ 0.001), or
beneficial (s > 0.001). These data exclude WT3, but the full data, as well as
the DFEs per mutation type, are presented in the Supplementary Materials
Section F.6.

7.2.5 Recombination efficiency

Another event able to change the genetic information is the recombi-
nation: misalignment or a lack of suitably similar genomic regions can
be mutagenic. Recombination efficiency can be approximated in our
simulations by measuring the number of trials to find homologous
regions between the two chromosomes and the homology score at
the recombination breakpoints. It gives information on the danger of
the recombination events. We find that not only was recombination
more efficient in self-fertilizing populations (less time was needed to
find a suitable recombination site than in outcrossing populations,
Figure 7.4A) but that misalignment is more frequent in outcrossing
populations (Figure 7.4B).
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Figure 7.4: (A) Number of tries to find a successful recombination and (B)
Alignment score at the recombination points for the different selfing rates.
Whiskers of the box plots mark the 1st and 99th percentiles, highlighting that
more recombination events have a lower score and that finding a suitable
site takes more time in outcrossing populations. The detailed distributions
are available in Section F.7.

7.2.6 Replicative robustness

We have shown that mutations and recombinations are both affected
by the selfing rate, although rather slightly. These differences, in
combination, could have had consequences on shaping selection on
genome structure. To account for them simultaneously, we examined
the replicative robustness of populations (i.e. the heritability of fitness).
Replicative robustness is simply the similarity in mean parental and
offspring fitness. High replicative robustness indicates offspring are,
on average, close to the parental fitness. The more robust the genotype
is to mutations and the more efficient recombination, the higher the
replicative robustness. Genome size also impacts replicative robustness
since mutations happen on a per-base basis and hence are, on average,
more frequent in larger genomes.

To measure the replicative robustness in our populations, we ran-
domly draw (with replacement) 10, 000 individuals from each pop-
ulation and make them perform a reproduction event, with selfing
or outcrossing. Then, we compare the fitness of the parent(s) to the
fitness of the offspring.

Self-fertilizing populations are found to be more robust. A higher
proportion of replication events were perceived as "neutral", i.e. off-
spring had the same fitness as the mid-parent, whether offspring were
produced through outcrossing or self-fertilisation. On the other hand,
outcrossing populations had a higher proportion of offspring with
either a higher or a lower fitness than the mid-parental fitness: they
have a lower robustness but also more potential for improvement. This
could be due to comparing the offspring with the average fitness of
the parents, but the statement holds when the comparison is with the
best parent (see Supp. Figure F.16).
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Figure 7.5: Replicative robustness (ratio of offspring fitness to mid-parental
fitness) in offspring produced via outcrossing (top — first generation
of outcrossing, compared to mid-parental fitness) and self-fertilization
(bottom — comparison of F2 offspring with F1 offspring), independently of
the source population’s selfing rate. The selective coefficient of the replication
event is the ratio of the fitness after and before the replication event minus
1; see Figure 7.3 for the definitions of the four categories. Comparison with
the best parent instead of the mid-parental fitness is presented in Supp.
Section F.8.

7.3 discussion

The Aevol environment provides a complete framework to examine
how genome size and structure evolve. Previous works have explored
genome size evolution in asexual prokaryote populations using Aevol
(Knibbe et al., 2007a; Luiselli et al., 2024), and have explored the effects
of different parameters (such as population size and mutation rates) on
these dynamics. Here, we used a new version of Aevol that models eu-
karyote individuals, capable of sexual and non-random reproduction
(Luiselli et al., 2025b). Our results agree with observations from natu-
ral populations, with increased self-fertilization decreasing genome
size (Whitney et al., 2010), despite a reduced effective population size.
It has been argued that the main difference between outcrossing and
self-fertilizing populations is the number of Transposable Elements
(TEs) (Wright et al., 2008). We found that although this hypothesis
receives support in the literature (Ågren and Wright, 2011; Hu et al.,
2011; Kapusta et al., 2017; Roze, 2023), it is not necessary to explain
modifications of coding to non-coding DNA ratios. Even in the absence
of TE dynamics, as is the case in our experiments, self-fertilization
still favors a decrease in genome size. In our experiments, genome
size differences between outcrossing and self-fertilizing populations
were driven by an increase in both coding and non-coding DNA in the
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former and a decrease in non-coding DNA in the latter. We discuss
the implications of our results below.

7.3.1 Larger genomes, better fitness

In our simulations, the increase in fitness is directly correlated with
an increase in coding DNA (Table 7.1). In Aevol, populations are con-
tinuously adapting to the optimum through small increments, and the
longer the simulation runs, the more fitness is expected to increase. As
outcrossing favors the maintenance and generation of phenotypic and
genotypic variance (see Supp. Figure F.4 to see variance in replicate
populations), this results in a faster increase in population fitness —
and in coding DNA. Indeed, higher variability in offspring increases
the probability of introducing new phenotypes that are better adapted
(Clo et al., 2020).

The greater the genotypic variance of offspring, the greater the ca-
pacity for populations to branch out to non-local optima. This is often
accompanied by an increase in the absolute amount of coding DNA,
potentially allowing the introduction of more functions through an
increase in the number of genes or fine-tuning the effects of existing
genes through an increase in their length. Outcrossing populations
show a clear increase in the number of coding genes, whereas self-
fertilizing populations show a decrease in the number of genes. This
result in is in agreement with what has been observed in Arabidopsis
(Hu et al., 2011). More coding genes imply that outcrossing popula-
tions can have more complex phenotypes, and can more easily evolve
higher fitnesses. These dynamics explain the mechanics behind the
higher fitness in outcrossing populations.

Self-fertilizing populations, on the other hand, are more locally
adapted, with less genetic variance. Though the absolute number of
genes is smaller in self-fertilizing populations, there is a potential
increase in the fine tuning of the functions these genes code for,
attested to by a greater number of base-pairs per gene. Because of
this, they have fewer opportunities to "jump" to other functional, and
perhaps better, fitness optima.

Another consequence of this is that there are fewer potentially bene-
ficial mutations in self-fertilizing populations (Figure 7.3), as any new
mutation would take them away from their local optimum, but not
far enough to approach a new optimum. Outcrossing populations
are more spread out around the optimum due to their higher vari-
ance. Therefore, they are continuously adapting to it, which (slightly)
increases the proportion of beneficial mutations. Additionally, Fig-
ure 7.5 compares the fitness of the offspring to the mean fitness of
the parents. As parents are more likely to have different phenotypes
in outcrossing populations, if an offspring has a phenotype that is
closer to the fitter parent, this would seem to increase the replicative
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robustness through outcrossing, despite not bringing true innovation
(compare Figure 7.5 to Supp. Figure F.16 for a measure of replicative
robustness by comparing offspring to the best of their parent instead
of the average).

As outcrossing populations have more genetic variance and hence
a higher effective population size Ne (Table 7.3), it would have been
expected that they would also have less non-coding DNA (previous
Aevol results). This was, however, not the case. The effect of the rate
of self-fertilization on genome size reduction is thus a consequence of
other processes.

7.3.2 A streamlined and efficient genome

A streamlined genome, i.e. with less non-coding DNA, is selected
with a higher Ne or mutation rate (Luiselli et al., 2024, 2025a). The
expectation is that a higher effective population size (Ne) would fa-
vor genomes with higher proportions of coding DNA, as “useless”
non-coding DNA would be less likely to accumulate through drift
(Lynch, 2007b). However, self-fertilization is known to decrease Ne

(Charlesworth and Charlesworth, 1987; Nordborg, 2000), which also
happens in our experiments (Table 7.3). As such, our results pointing
to a reduction in non-coding DNA in selfing populations go against
existing theoretical expectations.

Theoretical works have pointed out that self-fertilization favors a
reduction in the mutation rate (Gervais and Roze, 2017). While in this
paper this could only occur through a reduction of the per-base muta-
tion rate, there are other ways of achieving a lower overall mutation
rate: the reduction of illegitimate recombinations, or the reduction of
the genome size. The latter hypothesis requires the mutation rate to
be per base, which is supported by data, with smaller genomes having
lower genome-wide mutation rates (Sniegowski et al., 2000; Lynch,
2007b).

First, illegitimate recombination, i.e. recombination between two
non-homologous sites, can be mutagenic and have important con-
sequences on fitness. In our simulations, self-fertilizing populations
present a higher recombination efficiency (Figure 7.4). This means
that there were few, if any, non-homologous recombination events
compared to outcrossing populations. This could be part of a feedback
loop favoring genomes that are not too structurally different within
the population, or a direct side-effect of having fewer reproductive
individuals and lower genetic diversity in the population.

Most importantly, our per base-pair mutation rate is fixed, but we
observe a reduction in genome size in self-fertilizing populations,
thus reducing the genome-wide mutation rate, in agreement with
theoretical expectations (Gervais and Roze, 2017). Indeed, non-coding
base pairs represent a mutational hazard in themselves due to the risk
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of deleterious mutations in these regions (Lynch, 2007b), e.g. following
double strand breaks in the case of structural mutations (Luiselli et al.,
2025a). Reducing non-coding DNA is easier than reducing coding
DNA because it has fewer direct consequences on population fitness
and is less likely to be deleterious. Thus, the genome size reduction
we observe is mainly in the non-coding part of the genome (see
Figure 7.2).

This genome size reduction in self-fertilizing populations is consis-
tent despite a lower effective population size. There can be several
explanations for this: either the strength of selection is enhanced by
self-fertilization, or the self-fertilization increases the selective cost of
having more non-coding bases. The first hypothesis is supported by
the literature, as non-random mating is known to change the efficiency
of selection (Glémin, 2003; Roze, 2015), thus potentially facilitating the
purge of non-coding DNA that harbors a mutational hazard. Another
possible explanation could be that having more non-coding DNA
contributes to decreasing the negative effect of mutations on fitness,
notably by acting as a buffer, and thus be selected at higher Ne. This
does not seem to be the case in our simulations, as the DFE was not
greatly affected with regard to deleterious mutations (see previous
section and Figure 7.3).

A last hypothesis on why smaller genomes could be favored in self-
fertilizing populations is that in our simulations, a smaller genome
implicitly increased the per base-pair recombination rate. The genome-
wide recombination rate per se remained constant in our simulations,
as it was fixed at one recombination event per reproductive event.
So, following a logic similar to that concerning the mutation rate,
there may be selection to modify the recombination rate. Theoretical
works have indeed suggested that self-fertilization should increase the
recombination rate, allowing for more efficient selection by decreas-
ing linkage disequilibria between loci (Roze and Lenormand, 2005;
Stetsenko and Roze, 2022).

7.3.3 Conclusion

Using individual-based simulations in which genome size and struc-
ture are allowed to evolve, we highlighted the possible impact of
self-fertilization on the evolution of genome architecture. Our results
reflected what has been observed in natural populations, namely that
self-fertilizing populations evolve smaller genomes and do so consis-
tently, despite a lower effective population size. We also confirmed
previous findings that this change in genome size was due to a re-
duction in non-coding DNA. We hypothesized that this could be a
consequence of selection for more streamlined genomes that were less
likely to accumulate deleterious mutations due to a reduced genome-
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wide mutation rate and an increased genome-wide recombination
rate.

7.4 materials and methods

7.4.1 Model description

Aevol is a software designed to study genome structure (Knibbe et
al., 2007a; Banse et al., 2024b; Luiselli et al., 2025b). It presents a
simple population structure: a fixed number of individuals, replaced
at each generation, with a reproductive success biased by their level of
phenotypical adaptation. The phenotype of an individual is encoded
in its genome. Aevol focuses on the realism of the genome structure,
with coding and non-coding regions that can evolve freely in size
and content. In the sequence, consensus patterns are identified to
mark promoters and Shine-Dalgarno-like sequences (start of RNAs
and proteins), and hairpin structures are recognized to mark RNA
terminators. Consensus sequences, terminators, and gene sequences
are considered coding, and the rest of the genome is non-coding as
it can be removed without causing any change to the phenotype.
Any part of the genome can switch from coding to non-coding and
vice versa through mutation events. Mutations happen directly on the
sequence, independently of their effect on fitness.

The decoding from protein sequences to a phenotype and a fitness
value relies on a simplified mathematical vision: from the primary
sequence of each protein is computed a triangle function with a specific
width (w), height (h) and position in the trait space (m), and the
sum of all triangles represents the phenotype of the individual. That
phenotype is compared to a target function, representing the ideal
phenotype in a given environment, and their difference gives the
individual’s fitness.

At each reproduction, mutations can happen at random on the se-
quence, without an a priori fitness effect. There are different types of
mutations: local mutations, which would follow a polymerase slip-
page (substitutions, short indels), and chromosomal rearrangements,
which would follow double-strand breaks (inversions, deletions, du-
plications).

For this project, we used the eukaryote version of Aevol (Luiselli et
al., 2025b): each individual owns two linear homologous chromosomes,
and they reproduce sexually with a mandatory meiotic recombination
event driven by sequence homology. More details on the model are
available on the website (aevol.fr).

aevol.fr
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7.4.2 Experimental protocol

We started from 10 pre-evolved haploid populations, with a population
size N = 1, 000. These populations adapted to their environment
for 10, 000, 000 generations. One individual for each population is
extracted and undergoes an artificial diploidization to populate 10 new
populations (N = 1, 000). These populations evolve during 1, 000, 000
more generations, with sexual reproduction and meiotic recombination
but without selfing, to adapt to these new genomic conditions.

Then, we take the best individual from each of the 10 populations
and create 15 clonal populations of size N = 1, 000 from it: five for
each selfing condition (0% of selfing, 50% of selfing or 95% of selfing).
This results in 150 simulations, for which we record the average fitness,
coding, and non-coding genome sizes along 500, 000 generations.

7.4.3 Post-evolution analyses

Once our populations evolved for 500, 000 generations under the dif-
ferent selfing conditions, we measure the final fitness and genome
architecture for all individuals of all populations, which allows mea-
suring the variance of characters within and between populations.
A final generation is also run to record which individuals would
reproduce in the current generation.

We also measure the robustness to replications or mutation events:
for each population, we draw 10, 000 individuals (with replacement),
and we record their fitness and genome structure. To measure mu-
tational robustness, we apply a mutation and record the new fitness
and genome structure, enabling us to measure the average fitness loss
for any mutation kind. To measure the robustness to a replication
event, we perform a full replication (selection of second parent, re-
combination, and mutations) and compare the fitness of the offspring
to the fitness of the parents. We measure this with either 100% or
0% of selfing, and in the first case, we perform two replications to
compare F1 and F2 individuals. This accounts for the heterozygosity
of the population and enables us to highlight how self-fertilizing pop-
ulations and non-self-fertilizing populations have developed different
genome structures that change their robustness. It guarantees that the
differences we observe in the robustness measures are not solely due
to the type of reproduction at a given time.

Finally, we also measure the average number of trials to find a
sufficiently homologous pair of recombination points. To measure
this, we draw 10, 000 individuals (with replacement) from the final
population and apply the process to find the meiotic recombination
breakpoints. We record the number of trials before finding a pair of
sufficiently homologous points, and the homology score at the chosen
positions.
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7.5 data availability statement

The software code is available on GitLab: https://gitlab.inria.fr/
jluisell/aevol-eukaryotes. More details on Aevol can be found on
the website www.aevol.fr.

https://gitlab.inria.fr/jluisell/aevol-eukaryotes
https://gitlab.inria.fr/jluisell/aevol-eukaryotes
www.aevol.fr
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C O N C L U S I O N

8.1 how chromosomal rearrangements shape genomes

In this thesis, we explored the effect of chromosomal rearrangements
on genome architecture evolution. We have shown that chromoso-
mal rearrangements represent a mutational input that has important
consequences for genome evolution. They provide unique paths of evo-
lutionary innovations and induce a second-order selection that limits
genome size (Chapter 2). This selection for robustness to chromosomal
rearrangements is modulated by the mutation rate and biases and the
population size (Chapter 3, Chapter 4, Chapter 6), and maybe also by
the reproductive mode (Chapter 7). Rearrangements also contribute a
mutational bias towards genome size growth, due to the asymetry of
their probabilities of being neutral or lethal (Chapter 4). As a result,
chromosomal rearrangements allow for an equilibrium non-coding
genome fraction.

More specifically, we have shown that the effect of rearrangements
is tightly linked to the selection for robustness, i.e. the selection for the
capacity of genomes to withstand perturbations. Notice that robust-
ness is difficult to characterize in itself, as it can refer to perturbations
such as mutations (mutational robustness), a replication event and
the associated probability to mutate (replicative robustness, which de-
pends partially on the mutational robustness, as showed in Chapter 4),
or even an environmental change or an outside perturbation (devel-
opmental or phenotypic robustness). This last type of robustness can
also be correlated with mutational robustness (Masel and Siegal, 2009;
Kaneko, 2009): if there is a regulatory buffer ensuring the cell ends
up in the same state despite different inputs from the environment
(i.e. through different regulatory paths, or on-off switches that remain
in the same state for a range of environmental conditions), mutating
a part of the regulatory network might be invisible in a majority of
environments. As such, being robust to environmental change can be
correlated with being robust to mutations under certain conditions,
and the different types of robustness are not independent from one
another. Additionally, and similarly to the selection for phenotypical
adaptation, there can be several forms of selection for robustness:
the positive selection for robustness would increase the resistance of
genomes to the perturbation at stake, while the purifying selection
for robustness would prevent any loss in robustness. These different
modes of selection for the different types of robustness are likely to ex-
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ert multiple — and potentially opposing — pressures on the evolution
of genome architecture.

Indeed, there is a wide variety of possible interactions between these
different forms of robustness and how they are selected: for example,
genomes that have more non-coding DNA than coding DNA have a
better mutational robustness since a given mutation has fewer risks to
affect a gene and deteriorate the fitness of the individual. However,
individuals that have a smaller total genome size have a better replica-
tive robustness, as they undergo on average fewer mutations. As such,
starting from a given genome architecture, removing non-coding base
pairs increases the replicative robustness of the genome but decreases
its mutational robustness. This means that the lineage would undergo
fewer mutations, but these mutations would be, on average, more dele-
terious than in a non-reduced genome. Importantly, these two effects
perfectly compensate each other in the case of substitutions, but not
in the case of chromosomal rearrangements. Indeed, the mutational
robustness does not increase as much as the replicative robustness
decreases upon the addition of more non-coding base pairs, resulting
in a selection for more reduced genomes. Note that in the case of
chromosomal rearrangements, we consider the phenotype to not be
robust to mutations affecting the coding part of the genome due to
their large-scale effect. However, selection for replicative robustness
would be affected by actually how robust the phenotype is to muta-
tional events. As such, the selection for replicative robustness induced
by InDels or other local mutation events might be more intertwined
with selection for mutational robustness in more complex ways.

Chromosomal rearrangements not only induce a second-order se-
lection for robustness, but they also entail an intrinsic bias in their
neutrality that contributes to a neutral genome size growth, as demon-
strated in Chapter 4. This can be associated to a border-induced phe-
nomenon (Loewenthal et al., 2022) and is not specific to chromosomal
rearrangements, as InDels also contribute to it. It must be accounted
for when studying genome architecture: the insertion of some base
pairs is more likely to be neutral — in terms of level of phenotypical
adaptation – than the deletion of some. As a result, chromosomal rear-
rangements contribute in opposite ways to the evolution of genome
architecture.

These opposing effects of chromosomal rearrangements on genome
architecture give rise to complex dynamics, and one could be tempted
to study them exhaustively to better understand under which con-
ditions which genome architecture ends up evolving. However, re-
arrangements have a huge combinatorics (Banse et al., 2024a) that
prevents extensive studies, even in models. Additionally, they are
highly deleterious and hence rarely present in lineage and popula-
tion studies from genomic data, such that an extensive exploration of
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their potential effects is not possible in vivo or in vitro either. Having
access to only a scarce part of a very broad range of mutational events
complicates theoretical analysis around chromosomal rearrangements.
Models can help grasp part of their complexity, but more theory is still
needed, such that the impact of each type of chromosomal rearrange-
ment could be studied individually, as well as their interactions with
one another. This thesis opens new ways of thinking about and study-
ing chromosomal rearrangements and raises new questions about
genome architecture evolution.

8.2 perspectives

In this thesis, we studied the impact of chromosomal rearrangements
on the evolution of genome architecture through the prism of the
robustness selection they induce, the variability in mutations they
bring, and their neutral mutational bias. While we demonstrated
that these dynamics depend notably on the mutation rate, the true
mutation rate of chromosomal rearrangements is still debated. Indeed,
since most chromosomal rearrangements are likely to be lethal, it
is impossible to observe and count them. As a consequence, initial
studies proposed quite low mutation rates (of the order of 10−14 per
base in human, according to Shaffer and Lupski (2000)1). According to
recent studies, however, the rate of rearrangements could be quite high:
of the order of 10−11 per base pair for E. coli (Raeside et al., 2014)2,
or even from around 10 times less to the same order of magnitude
than the substitution rates (Lipinski et al., 2011; Molari et al., 2025;
Wei et al., 2018; Saxena and Baer, 2025)3). More precise estimates of
these mutation rates will be needed to verify the importance of the
second-order selection that chromosomal rearrangements can induce,
as discussed in Chapter 4. Moreover, this rate can also evolve, thus
changing the per-genome mutation rate at constant genome size,
which is not possible in our experiments. A key perspective of this
thesis would thus be to study the co-evolution of mutation rate and
genome size induced by the second-order selection for robustness due
to chromosomal rearrangements.

Other mutational events probably also contribute to the mutational
bias towards genome growth and/or to the induction of a selection
for robustness. Indeed, not all double-strand breaks result in chro-

1 To achieve this number, the authors approximate the spontaneous mutation rate with
the observe ferquency of rearrangements in populations, which ignore any lethal
rearrangemets. They give the rate per individual, which, divided by the genome size,
gives a rate per base pair.

2 110 rearrangements over 40, 000 generation and 12 lineages, in genomes of approxi-
mately 5Mb. This also ignores lethal and non-fixed rearrangements.

3 Note that Lipinski et al. (2011) compare per base substitution rates and per gene
rearrangements rate, but also that they only consider duplications and not other
rearrangements.
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mosomal rearrangements: some are repaired without mutations, or
induce a local mutation on the breakpoints, while some others are not
repaired, probably causing cellular death or more complications later
in the cellular cycle. Moreover, the double-strand breaks initiating
chromosomal rearrangements in the models used in the thesis were
assumed to be uniformly distributed along the genomes, but other
distributions of the breakpoints could impact the evolution of genome
architecture by changing the probability for rearrangements to be
deleterious or the average size of mutational events.

Transposable Elements (TEs) are also important contributors to
genome size in eukaryotes (Marino et al., 2024), and potentially inter-
act with both chromosomal rearrangements and recombination if they
happen on homologies since TEs spread similar sequences throughout
the genome. As such, they would be a valuable addition to our models,
both in the prokaryote (Insertion Sequences) and in the eukaryote
frameworks. TEs would both contribute a mutational bias towards
genome growth — due to them spreading in genomes, potentially in
an exponential way — and create an additional pressure for robust-
ness selection — due to the danger they pose in themselves and the
additional ectopic recombination they could provoke. Each of these
opposing dynamics depends on the number of TEs and their trans-
position rate, thus probably yielding complex dynamics that cannot
necessarily be predicted beforehand.

Several behaviors could be observed depending on the strength
of selection for robustness and the activity of the TEs. First, TEs
could have only a limited impact on the equilibrium non-coding
percentage but simply occupy the non-coding “space” enabled by
the Ne × µ conditions. Indeed, we have shown in Chapter 4 that,
depending on the conditions, introducing an additional mutational
bias towards insertion does not necessarily displace the equilibrium,
contrary to what could be expected, probably because the selection
for robustness is too strong and any new transposition would be
quickly removed. Second, TEs could be strongly counter-selected
and eliminated from genomes — in which case, they probably do
not displace the equilibrium either. This probably happens under
very high Ne × µ conditions, in which the selection for streamlined
genome is very strong (Lynch, 2006b). Finally, TEs could exert an
important pressure on genome size increase and significantly displace
the equilibrium non-coding percentage, as observed with mutational
biases in Chapter 3 (in the Aevol framework) and in parts of the
parameter space tested in Chapter 4 (in the mathematical model).

To understand these different regimes and the conditions of their
emergence, we would probably need to first better characterize the
different forms of selection for the various types of robustness. This
would allow deriving which conditions influence which evolution-
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ary force. One way of achieving this could be to implement more
different measures of robustness in Aevol and conduct large-scale ex-
periments to measure how they vary under different conditions before
introducing Transposable Elements or other elements of complexity.

Such an extensive study could also focus more in depth on the dis-
crete differences between prokaryotes and eukaryotes to understand
how they may affect genome architecture. Indeed, the new eukaryote
flavor of Aevol could allow studying separately the impact of being
diploid, of performing sexual reproduction, and of having a manda-
tory meiotic recombination on genome architecture evolution. The
influence of meiotic recombination could also be refined: for now,
there is a single and mandatory recombination event in Aevol, but
this number could be variable and depend on genome size or on other
parameters, or be set to higher values to test how this would affect the
different forms of robustness and the resulting genome architecture.
However, an in-depth study of the discrete prokaryote/eukaryote dif-
ferences would require the ability to evolve eukaryotes from scratch in
Aevol, which is still an ongoing work. This would necessitate changing
the way phenotypes and fitness are modelled and computed, which
could have unpredicted impacts on genome evolution, as explained in
Chapter 5.

Another potentiality of the new model to better understand the
differences and similarities between eukaryotes and prokaryotes is to
reproduce the main experiments that were carried out on the prokary-
ote version of Aevol and compare the results. This concerns for exam-
ple the evolution of complexity (Liard et al., 2020), of mutator alleles
(Rutten et al., 2019), or the impact of population structure (Misevic
et al., 2015).

In addition to studying eukaryotes relative to prokaryotes, the new
eukaryote version of Aevol developed during this PhD thesis also
opens up broad perspectives for the study of eukaryotes in themselves.
It can be use to study how ectopic recombination events influence
genome architecture: the probability of ectopic recombinations can be
modulated by the homology score required to perform a recombina-
tion event, as well as by the distribution from which the pairs of points
to test are drawn. This could help unravel the potential adaptive role
of ectopic recombinations, as well as their robustness cost and the
strength of selection for robustness they induce.

Finally, this thesis focused, through the prism of chromosomal rear-
rangements, on selection for robustness and largely ignored selection
for phenotypical adaptation. Indeed, while there is selection for pheno-
typic adaptation always ongoing in Aevol, and we supposed a strong
purifying selection in the mathematical model, it was not the focus of
our experiments and results. Despite that, we observed some interest-
ing behaviors that would gain in being explored further: in Chapter 3,
some lineages lose phenotypical adaptation and robustness upon their
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exposure to new evolutionary conditions and have to first regain some
robustness before resuming their phenotypical adaptation.

It goes without saying that organisms must first be able to survive
and reproduce before selection on other, more complex features can
emerge, but even then, a feature that cannot be faithfully inherited
cannot be selected. Hence, both the selection for phenotypical adapta-
tion and for robustness are tightly intertwined. While it was important
to first isolate the effect of selection for robustness to chromosomal
rearrangements to understand it and how it affects genome architec-
ture, an important perspective of the presented work is to study its
interactions with the selection for phenotypical adaptation — often
simply called fitness selection. Large-scale experiments and more the-
ory crafting could allow distinguishing conditions in which selection
for one or the other is dominant, whether concerning positive or pu-
rifying selection. Studying interactions between fitness selection and
robustness selection would also raise the question of their interaction
with selection for evolvability, which can be defined as the ability
of a population to generate adaptive genetic variation (Wagner and
Altenberg, 1996; Pigliucci, 2008).

While the fitness value is already present in the experiments with
Aevol, it is not easy to study its interaction with the robustness selec-
tion. A solution would be to compare the actual temporal trajectory
of both fitness and robustness instead of comparing the end values.
This requires a more complex analysis framework for the simulations.
Instead, a first approach to study the interactions between fitness
and robustness could be through the mathematical model presented
in Chapter 4: for now, in our mathematical framework, the fitness
is strictly binary (an organism is either alive with a perfect fitness,
or dead), but it would be interesting to introduce a more complex
fitness function, that could for example depend on the number of
genes, and see how it changes the equilibrium of the resulting genome
architecture. This would give a first insight into how fitness selection
can interact with robustness selection to select for a specific genome
architecture.

8.3 conclusion

In summary, this thesis provides key insights into genome evolu-
tion and pinpoints chromosomal rearrangements and selection for
robustness as major contributors to genome architecture. It raises
new questions and opens perspectives for the study of chromosomal
rearrangements and how they interact with other evolutionary factors.

Chromosomal rearrangements are complex mutations with huge
combinatorics and many intricate effects on genome architecture evo-
lution, pushing both towards a genome expansion and a genome
reduction through different forces. They open the way for numerous
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evolutionary paths and a wide diversity of possible outcomes. As
such, the mere existence of chromosomal rearrangements and the
complexity of their effect on genome evolution could partly explain
the huge diversity of genome architectures observed throughout the
Tree of Life, as we have shown here for the non-coding fraction.

In different chapters of the thesis, we changed the selection/drift
equilibrium by changing the census population size and showed
how the respective strengths of selection and drift change genome
architecture. However, many other factors can change the strength
of selection and the selection/drift equilibrium: the mutation rates
and biases, the environment and its potential changes, population
structure, the reproduction mode, etc. To summarize these factors, the
selection/drift equilibrium is often quantified using Ne, the effective
population size. Our experiments in general, and more particularly
the mathematical model presented in Chapter 4, demonstrate that Ne

greatly influences genome architecture evolution. Since virtually every
parameter influences Ne, this means that virtually every parameter
influences genome architecture evolution.

Moreover, genome architecture evolution is so complex that different
factors influencing Ne in the same direction might actually have differ-
ent effects on genome architecture evolution. Several factors could act
on the strength of the positive or purifying selection, for robustness
or for phenotypical adaptation, and result in similar changes in the
measures of Ne, while impacting differently the genome evolution. For
example, it can be noted that a diminution in the effective population
size due to a reduction in the census population size leads to expanded
genomes with more non-coding bases in Chapter 3 and Chapter 6,
while the introduction of selfing in Chapter 7 both leads to a reduced
effective population size and a reduced genome. As such, Ne might be
a useful concept to quantify drift and compare different conditions,
but it may hide too much of the complexity of the evolutionary forces
at stake — thus preventing a better understanding of genome evolu-
tion. It is already well documented that the different proxies used to
measure Ne give different information (Waples, 2022), and that there
are short-term and long-term values of Ne that also bear different
information (Brevet and Lartillot, 2021). Even for a given timescale,
Ne is a measure that tries to condensate a lot of information into one
value and thus could be misleading on the evolutionary forces acting
on genome architecture evolution

Finally, fitness has been referred to throughout the manuscript and
generally refers here to the level of phenotypical adaptation. This
is the definition used within the Aevol framework, and also applies
to the mathematical model of Chapter 4 — although, in that case,
it is limited to “alive” or “dead”. Outside Aevol however, several
definitions coexist for the concept of fitness: the ability to produce
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offspring in a given environment, or the capacity to survive and
transmit its genes — i.e. the average contribution of an individual to
the gene pool of the next generation. The thesis shows that the concept
of robustness actually questions these definitions of fitness: Why limit
the definition to the contribution to the following generation only? Is
there a sense in quantifying the contribution to the next generation if
the contributed offspring are not themselves able to contribute to the
following generation? If robustness is the ability to faithfully transmit
genotypic information to the next generations, is it not just a multi-
generational fitness? In that sense, the opposition between fitness
selection and robustness selection may just be an opposition of the
immediate vs long-term time scale and not an opposition between two
different features.

In this thesis, for the sake of simplicity, robustness was measured
over a single generation, and hence it was closely intricated with
fitness — the first condition for being able to faithfully transmit its
genetic information is to have a chance of transmitting any information,
i.e. to reproduce. To some extent, this definition of robustness could
entail the fitness, hence the use of the level of phenotypical adaptation
instead of fitness in most of the manuscript to avoid the ambiguity.
But in the future, the pertinence of separating the two concepts, or at
least the ways of measuring one independently of the other, should be
discussed. Integrating these two concepts could be key to unraveling
more complex dynamics of genome evolution.

This leads to a new paradox: we have suggested that Ne is a unique
parameter that probably condenses too much information and hence
loses an important part of said information, which makes it harder
to understand genome evolution in the light of this value only. As a
consequence, Ne should probably be split into several concepts and
measures, better able to explain genome architecture evolution. On the
other hand, fitness and robustness are two concepts often considered
separately, while this separation could be quite artificial, and they
could, in fact, be two sides of the same coin. Hence, an integrated
view that considers both of them together instead of opposing them
or studying them separately could yield a conceptual breakthrough
in our comprehension of genome evolution. This shows how defining
unifying parameters both helps us understand complex phenomena,
but also limits our capacity to broaden our understanding.

Similarly, models such as Aevol provide a simplifying view of
genome evolution, which helps us understand complex dynamics and
isolate the impact of some parameters on genome architecture. To
provide useful insights, some models need to get more complex to
allow for the study of more phenomena — the eukaryote version of
Aevol is more complex but allows for new experiments, to raise and
answer new questions —, but models also need to be simplified to
highlight the generality of what they are demonstrating — as is done
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by our mathematical model of non-coding genome size evolution. In
any case, intertwining simple and complex models helps to define and
describe useful concepts while erasing part of the complexity they aim
to describe. If “All models are wrong, but some are useful” (George
Box), we may add that two models that are differently wrong are even
more useful.
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S U P P L E M E N TA RY M AT E R I A L S F O R
F O RWA R D - I N - T I M E S I M U L AT I O N O F
C H R O M O S O M A L R E A R R A N G E M E N T S : T H E
I N V I S I B L E B A C K B O N E T H AT S U S TA I N S L O N G - T E R M
A D A P TAT I O N

a.1 aevol : a forward-in-time evolutionary simulator

with complex mutations

Aevol (https://www.aevol.fr) is a forward-in-time evolutionary simu-
lator that simulates the evolution of a population of haploid organisms
through a process of variation and selection (Knibbe et al., 2007a;
Beslon et al., 2010; Parsons et al., 2010; Frenoy et al., 2013; Batut et al.,
2013). The design of the model focuses on the realism of the genome
structure and of the mutational process. Aevol can therefore be used
to decipher the effect of chromosomal rearrangements on genome
evolution, including their interactions with other types of mutational
events.

In short, Aevol is made of three components (Fig. 1A from the main
text):

• A mapping that decodes the genomic sequence of an individual
into a phenotype and computes the corresponding fitness value.

• A population of organisms, each owning a genome, hence its
own phenotype and fitness. At each generation, the organisms
compete to populate the next generation.

• A genome replication process during which genomes can un-
dergo several kinds of mutational events, including chromosomal
rearrangements and local mutations. The seven modelled types
of mutation are depicted on Fig. 1B (main text) and entail three
local mutations: substitutions, small insertion, small deletion,
two balanced rearrangements (which conserve the genome size):
inversions and translocations, and two unbalanced rearrange-
ments: duplications and deletions. This allows the user to study
the effect of chromosomal rearrangements and their interaction
with other kinds of events such as substitutions and InDels.

a.1.1 The Genotype-to-Phenotype-to-Fitness map

Genome representation. Each artificial organism, similarly to prokary-
otes, is asexual, haploid, and owns a single circular chromosome. The
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genome is encoded as a double-strand binary string containing a vari-
able number of genes separated by non-coding sequences (Figure A.1).
Genes are delimited by predefined signaling sequences indicating
transcription and translation. The number of proteins an organism
owns thus depends on its signaling sequences, and can evolve through
mutational events.
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Figure A.1: The Aevol model. In the model, each organism owns a circular
double-strand binary chromosome (a) along which genes are delimited by
predefined signaling sequences (b). Promoters and terminators mark the
boundaries of RNAs (c), within which coding sequences can in turn be
identified between a Shine-Dalgarno-Start signal and a Stop codon. Each
coding sequence is then translated into the primary sequence of a protein,
using a predefined genetic code (d). This primary sequence is decoded
into three real parameters called m, w and h (e). Proteins, phenotypes, and
environments are represented similarly through mathematical functions
that associate a level in [0, 1] to each abstract phenotypic trait in [0, 1]. For
simplicity reasons, a protein’s contribution is a piecewise-linear function
with a triangular shape: the m, w and h parameters correspond respectively
to the position, half-width and height of the triangle (f). All proteins encoded
in the chromosome are then summed to compute the phenotype (g) that,
once compared to the environmental target, can be used to compute the
fitness of the individual.

Transcription starts at promoters, which are defined in the model
as sequences that are close enough to an arbitrarily chosen consensus
sequence (0101011001110010010110 in all simulations presented here,
with at most dmax = 4 mismatches). The expression level e of an mRNA
is determined by the similarity between the actual promoter and the
consensus sequence: e = 1− d

dmax+1 with d the number of mismatches
(d ≤ dmax). This models the interaction of the RNA polymerase with
the promoter, without additional regulation.

When a promoter is found, transcription proceeds until a terminator
is reached. Terminators are defined as sequences that would form a
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stem-loop structure, as the ρ-independent bacterial terminators do.
The stem size is here set to 4 and the loop size to 3.

The translation initiation signal is 011011 ∗ ∗ ∗ ∗000, correspond-
ing to a Shine-Dalgarno-like sequence followed by a Start codon
000. When this signal is found on an mRNA, the downstream Open-
Reading-Frame (ORF) is read until the termination signal (the Stop

codon 001), is found. Each codon lying between the initiation and
termination signals is translated into an abstract “amino-acid” us-
ing an artificial genetic code, thus giving rise to the sequence of the
protein (Figure A.1). Transcribed sequences (mRNAs) can contain
an arbitrary number of ORF, with some mRNAs possibly containing
no ORF at all (non-coding mRNAs) and others possibly containing
several ORFs (polycistronic mRNAs). Importantly, the relative frac-
tions of non-coding, monocistronic and polycistronic mRNAs are not
predefined but result from the evolutionary dynamics and are likely
to be influenced by the evolutionary conditions (Parsons et al., 2010).

Protein function and phenotype computation. We define an abstract
continuous one-dimensional space Ω = [0, 1] of phenotypic traits.
Each protein is modeled as a mathematical function that associates
a contribution level between -1.0 and 1.0 to a subset of phenotypic
traits (negative contribution correspponding to inhibiting the trait).
The range of phenotypic traits to which a single protein can contribute
is limited by 2×Wmax, where Wmax defines the maximum pleiotropy
degree. Hence, increasing Wmax indirectly reduces the total number
of proteins required to cover the whole phenotypic space. Similarly
to the K parameter of the classical NK-fitness landscape (Kauffman
and Levin, 1987), increasing Wmax increases the level of pleiotropy and
hence the ruggedness of the fitness landscape.

For simplicity, we use piecewise-linear functions with a symmetric,
triangular shape to model protein effect (Figure A.1). This way, only
three parameters are needed to characterize the contribution of a given
protein: the position m ∈ Ω of the triangle on the axis, its half-width
w (w ≤Wmax) and its height h ∈ [−1, 1]. This means that this protein
contributes to the phenotypic traits in [m−w, m + w], with a maximal
contribution h for the traits closest to m. Thus, various types of proteins
can co-exist, from highly efficient (high h) to poorly efficient (low h)
and even inhibiting (negative h) and from highly specialized (low w)
to versatile (high w).

In this framework, the primary sequence of a protein is interpreted
in terms of three interlaced binary subsequences that will in turn be
decoded as the values for the m, w and h parameters (Figure A.1). For
instance, the codon 010 (resp. 011) is translated into the single amino
acid W0 (resp. W1), which means that it concatenates a bit 0 (resp.
1) to the code of w. Mutations in the coding sequences, including of
course local mutations but also chromosomal rearrangements, can



142 supplementary materials for Chapter 2

change these values and hence change the protein’s contribution to
the phenotype.

The contribution of all the proteins encoded in the genotype of
an organism are combined to get the final level for each phenotypic
trait. This is done by first scaling all protein contributions by the
transcription rate e of the corresponding mRNA (see above), then by
summing the mathematical functions of all the proteins, with bounds
in 0 and 1. The resulting piecewise-linear function fP : Ω → [0, 1] is
called the phenotype of the organism.

Fitness computation. In the model, fitness depends only on the dif-
ference between the levels of the phenotypic traits and target traits
levels, which are defined by a user-defined mathematical function
fE : Ω → [0, 1]. This target function indicates the optimal level of
each phenotypic trait in Ω and is called the environmental target. In
usual Aevol experiments, fE is the sum of several Gaussian lobes with
different standard deviation, maximal height and centers. It can be
stable over evolutionary time, or change stochastically.

The difference between fP and fE is defined as ∆ :=
∫

Ω | fE(x)−
fP(x)|dx, ∀x ∈ Ω and is called the “metabolic error”. It is used to
measure adaptation penalizing both the under-realization and the
over-realization of phenotypic traits. Given the metabolic error of an
individual, its fitness f is given by f := exp(−k∆) with k a fixed
parameter regulating the selection strength (the higher k, the larger
the effect of metabolic error variations on the fitness values).

To illustrate this computation, we can look at the organisms in Fig
2 of the main text: at generation 0 (Fig 2a), there is a single gene,
thus a single protein in the proteome. Since in our experiment k =

1, 000 (Figure A.3), we exponentiate −1000× the difference between
the environmental target (the sum of Gaussian lobes in grey) and
the phenotype (the single black triangle), and we obtain a fitness
f = 1.1× 10−66. To compare, our Wild Type (Fig. 2b) has 58 genes, so
its phenotype is the sum of the 58 triangles depicted in the proteome
and its fitness is f = 0.0517: its phenotype is much closer to the
environmental target than at generation 0.

a.1.2 Population model and selection process

The population is modelled as a toroidal grid with one individual
per grid cell. At each generation, the fitness of each individual is
computed, and the individuals compete to populate each cell of the
grid at the next generation. This competition can be fully local (the 9

individuals in the neighborhood of a given cell competing to populate
it at the next generation, Figure 2.1A) or encompass a larger subpopu-
lation. If the selection scope encompasses the whole population, all
individuals compete for all grid cells. Importantly, the more local the
selection scope, the more the population model diverges from the
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panmictic Wright-Fisher model as local selection increases the effective
population size Ne for a given census population size (Waples, 2010).

Given a selection scope, the individuals in the neighborhood N
of a given grid-cell compete through a “fitness-proportionate” se-
lection scheme: the probability pj, for an individual j with fitness
f j to populate the focal grid-cell at the next generation is given by
pj = f j/ ∑i∈N fi.

a.1.3 Genetic operators

During their replication, genomes can undergo sequence variations
(Figure 2.1). An important feature of the model is that, given the
Genotype-to-Phenotype map (Section A.1.1), any genome sequence
can be decoded into a phenotype (although possibly with no trait
activated if there is no ORF on the sequence). This allows to implement
– and test – any kind of mutational process. In the classical usage of the
simulator, seven different kinds of mutations are modelled (depicted
on Figure 2.1B). Three mutations are local (substitutions and small
insertions or deletions), and four are chromosomal rearrangements,
either balanced (with no change in genome size): translocations and
inversions, or unbalanced: duplications and deletions.

Local mutations happen at a position uniformly drawn on the
genome. Substitutions change a single nucleotide. InDels insert (or
delete) a small sequence of random length – and random composition
for insertions. The length of the sequence is drawn uniformly between
1 and a maximum value (6 by default). Notably, InDels occurring
within an ORF can shift the reading frame or simply add/remove
codons, resulting in very different evolutionary outcomes.

Chromosomal rearrangement breakpoints are uniformly drawn on
the chromosome, the number of breakpoints depending on the type
of rearrangement (Figure 2.1B). Hence, chromosomal rearrangements
can be of any size between 1 and the total genome size, allowing
to investigate the effect of small structural variants that are indeed
observed in vivo (Musumeci et al., 2000; Audrézet et al., 2004; Blakely
et al., 2006; Xue et al., 2023).

The rates µt at which each type t of genetic mutation occur are
defined as a per-base, per-replication probability. This means that the
number of spontaneous events is linearly dependent on the length of
the genome. However, its fixation probability depends on its pheno-
typic effect (for instance, a mutation affecting exclusively an untran-
scribed region is likely to be neutral). Hence, the distribution of fitness
effects (DFE) of any kind of mutation is not predefined but depends
on the intertwining of its effect on the sequence, and of the genome
structure. For example, the fraction of coding sequences or the spatial
distribution of the genes along the chromosome change the probability
of a given mutation to alter the phenotype, and the fitness, an effect
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that is especially important for chromosomal rearrangements. Having
an emergent DFE instead of a predefined one enables investigating the
complex direct and indirect effects of chromosomal rearrangements
on the evolutionary dynamics.

a.2 software usage

Aevol is based on running and analyzing forward-in-time simulations.
More specifically, any experiment with Aevol is divided into four
main steps. The first step consists in preparing a simulation with the
aevol_create command. This reads the parameter file (Figure A.3
and Table A.1) and creates a population of organisms at generation
zero according to the specified values. aevol_run then simulates the
evolution starting from the initial population or a from backed up
population for a given number of generations.

aevol_run outputs several data files: summary statistics regarding
the best individual at each generation (fitness, genome size, gene
number. . . ), backup files (to resume a simulation) and tree files. Tree
files store the “replication reports” that log all replication and muta-
tional events. Hence, by analyzing trees, one can precisely reconstruct
the events that went to fixation along the line of descent of the fi-
nal population. To that end, aevol_post_lineage, starts from the final
population, reads the tree files backward-in-time to reconstruct the line
of descent and outputs the corresponding replication reports. Finally,
the fourth step, aevol_post_ancestor_stats, uses these replication
reports to compute the statistics of the ancestral lineage and the list of
mutational events that went to fixation along this lineage.

Users might be tempted to stop the experiments after the aevol_run

step. However, the statistics of the best individuals along generations,
although representative of the global trend of simulation, must not
be confused with the statistics of the ancestral lineage as mutational
events carried by the best individual may not get fixed on the long
term.

a.2.1 Basic usage: Starting from a naive individual

Aevol allows to analyze the effect of various evolutionary parameters
(typically mutation rates, mutational biases, population size. . . ) on
genomes by comparing simulations under various scenarios (see Ta-
ble A.1 for a list of the main testable parameters). Once the parameter
values have been chosen, the basic usage of Aevol consist in testing the
effect of these parameters directly, starting from “naive” individuals.

In this case, aevol_create generates random sequences of a pre-
defined length (typically 5,000 bp) until it finds a genome that has a
better fitness than that of a gene-less genome. This approach enables
to study evolution when starting far from the fitness optimum. How-
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ever, in that case the evolutionary dynamics is strongly dominated by
genes recruitment, with massive genome size variation as shown e.g.
by figure 3 (main text), hence putting the emphasis on a very specific
evolutionary dynamics. If one wishes to study more subtle effects, this
basic usage is not appropriate and one can turn to a more advanced
experimental design based on “Wild-Typing”.

a.2.2 Advanced usage: Wild-Typing

Once populations have evolved for a sufficiently long time (from a few
hundred thousand generations up to millions of generations depend-
ing on the parameters, see https://www.aevol.fr/doc/user-doc/ for
more details) under stable evolutionary conditions, individuals own a
stable set of genes and are well adapted to their environments. “Wild-
Typing” then consists in extracting one or more individuals in the
coalescent lineage of the final population, and use these individuals
as “Wild-Types” to initiate new evolution experiments, where one can
change one or more of the parameters.

Wild-Typing allows studying the response of a well-adapted organ-
ism to different types of perturbations, and thus to analyze evolution-
ary trajectories of more biologically realistic scenarios (Batut et al.,
2013).

a.2.3 Post-evolution analyzes

Once the simulations are complete, the general characteristics of the
ancestors are available (genome size, gene number, coding proportion,
etc.), as well as the list of all fixed mutations with their types, loci,
and effects on fitness. Now, the ultimate objective is to decipher the
relative role of the different evolutionary forces (direct and indirect
selection, drift, and the different mutational events – local events, bal-
anced and unbalanced chromosomal rearrangements) on the observed
evolutionary dynamics.

Aevol provides several tools to help the user analyze the individuals
along the line of descent by estimating their robustness, evolvability
and distribution of the fitness effect (DFE) for all types of mutation.
To this end, it generates large numbers of independent offspring and,
by analyzing the fitness of this offspring, computes the robustness
and the evolvability of the ancestors. Similarly, Aevol can generate
and analyze single-mutant offspring to estimate the DFE and the
mutational robustness for any type of mutation.

To illustrate this, Figure A.2 depicts the distribution of selection
coefficients for a large number of mutations on the WT (median CRLM
run after the initial evolution) used in the paper.

https://www.aevol.fr/doc/user-doc/
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Figure A.2: Distribution of selection coefficients of the different mutation
type, on the median individual of our CRLM experiment, after 1, 000, 000
generation when starting from a naive individual. For each mutation type,
1, 000, 000 mutants were generated, except for the substitution, which were
exhaustively tested. The selection coefficient is computed as s = fmutant

fparent
− 1.

The vertical red line indicates neutrality.

a.3 software parameters
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Section Parameter Usual range Description

Maximal pleiotropy (Wmax)
MAX_TRIANGLE_WIDTH

0.01 – 1

(default: 0.033333)

Largest range of phenotypic values a single protein can impact.
Regulates the mean pleiotropy degree and impacts

the maximal phenotypic contribution of a single gene (Knibbe et al., 2007a)
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to

Fi
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s
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ap

Target function
ENV_ADD_GAUSSIAN

Sum of 1 to 3

Gaussian functions

The target function is a linear combination of n Gaussian function Gi, each
with a weight Hi, a mean µi and a standard deviation σi:

Target = ∑i<n
Hi

σi
√

2π
exp

(
− 1

2

(
x−µi

σi

)2
)

Length of a randomly generated genome
CHROMOSOME_INITIAL_LENGTH

5000

Initial size of the chromosome when starting from a naive individual
(see Section A.2.1)

population size (N)
INIT_POP_SIZE

256 – 4096

Census population size.
Correlated with the effective population size Ne hence influencing the

efficiency of the selection

Po
pu

la
ti

on
/

Se
le

ct
io

n

Grid size
WORLD_SIZE

16x16 – 64x64

Shape of the grid.
The grid shape influences the speed at which an individual

can invade the population (Misevic et al., 2015)

Selection neighborhood
SELECTION_SCOPE

Local 3x3 – Global

Type of selection (local or global), and, in the local case,
shape of the window used for competition.

Local selection slows down the spreading of favorable
mutants and increases the effective population size (Zhang, 2003)

Intensity of the selection (k)
SELECTION_SCHEME

fitness proportionate
250 – 2500

The selection strength influences the genome size of individuals by
increasing/decreasing the indirect selection for robustness (Batut et al., 2013).

Note that k = 0 suppresses the selection

R
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n
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s

POINT_MUTATION_RATE

10−4 – 10−7
Per base mutation rates for each kind of mutation.

Changes in mutation rates have been shown to impact both the genome
length and the genome structure (Knibbe et al., 2007a; Rutten et al., 2019)

SMALL_INSERTION_RATE

SMALL_DELETION_RATE

DUPLICATION_RATE

DELETION_RATE

INVERSION_RATE

TRANSLOCATION_RATE

MAX_INDEL_SIZE 6 Maximal size of small insertion or deletion

Table A.1: Main parameters of the Aevol model.
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###################################

# AEVOL PARAMETERS #

###################################

##### 0. Initial setup ############

STRAIN_NAME Mol_Ecol_WT4_CRLM

SEED 4575654216

INIT_METHOD ONE_GOOD_GENE CLONE

CHROMOSOME_INITIAL_LENGTH 5000

### 1. Genotype-to-Fitness map ####

# Target function (H, mu, sigma)

ENV_ADD_GAUSSIAN 1.2 0.52 0.12

ENV_ADD_GAUSSIAN -1.4 0.5 0.07

ENV_ADD_GAUSSIAN 0.3 0.8 0.03

# W_Max

MAX_TRIANGLE_WIDTH 0.033333333

### 2. Population and selection ###

INIT_POP_SIZE 1024

WORLD_SIZE 32 32

SELECTION_SCOPE local 3 3

SELECTION_SCHEME fitness_proportionate 1000

##### 3. Mutation rates ###########

# Local events

POINT_MUTATION_RATE 5e-6

SMALL_INSERTION_RATE 5e-6

SMALL_DELETION_RATE 5e-6

# Balanced chromosomal rearrangements

INVERSION_RATE 5e-6

TRANSLOCATION_RATE 0

# Unbalanced chromosomal rearrangements

DUPLICATION_RATE 5e-6

DELETION_RATE 5e-6

#### 4. Recording #################

BACKUP_STEP 100000

RECORD_TREE true

TREE_STEP 1000

Figure A.3: Parameter file used for an example simulation (CRLM scenario).
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a.4 additional results

We also tested a scenario “CRLMx2”, where all individual mutation
rates are doubled with respect to the CRLM scenario (1× 10−5 per
bp), and thus the individual rates are the same as in the LM and CR
scenarios (see Table 1, main text). Notably, increasing the mutation
rates only further favors the CRLM case, with CRLMx2 being the
scenarios with the quickest fitness improvement, and the smallest
genome.
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Figure A.4: Variation of fitness, genome size and gene number on the line
of descent of the final population, starting from a naive individual for the
four mutational scenarios, as well as an additional scenario with doubled
mutation rates, and all mutation types present. The shaded areas indicate
the variability across the 11 repetitions (standard deviation).



B
S U P P L E M E N TA RY M AT E R I A L S F O R G E N O M E
S T R E A M L I N I N G : E F F E C T O F M U TAT I O N R AT E A N D
P O P U L AT I O N S I Z E O N G E N O M E S I Z E R E D U C T I O N

b.1 effective population size in a model with local com-
petition.

Based on the work of Zhang et al. 2014, we computed the theoretical
effective population size in Aevol, when the reproduction is limited
to the direct neighborhood of the organism (9 possibilities). It ap-
pears that, approximately, Ne ∝ N log(N). The difference is however
relatively small for low N values.

Figure B.1: Ne as a function of N for a Wright-Fischer model and for a model
with local reproduction. This supposes the absence of selective sweep.

Note that, to divide the effective population size by 16 when starting
from N = 1024, one should use N = 81 instead of N = 64. Some
simulations tested with N = 81 and µ = 1.6× 10−6 do show that in
these conditions the coding percentage goes closer to the initial value
of 0.68% (data not shown).

Reference
Zhang, Y., Tan, Z. and Krishnamachari, B. (2014). On the Meeting Time
for Two Random Walks on a Regular Graph. arXiv:1408.2005.
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b.2 results with a mutational bias in the indels .

To test the interaction between mutational biases and changes in
population size or mutation rate, we evolved 5 Wild-Types with an
insertion bias in the InDels distribution (twice more insertions than
deletions), or a deletion bias (twice more deletions than insertions),
keeping the total mutation rate constant. Similarly to what is described
in the main text for the bias in the rearrangement rates (duplications
and large deletions), the genome sizes of our Wild-Types are different
from the one without a mutational bias: 28, 941 and a coding fraction
of 0.37 with the insertion bias VS 8, 925 and 0.98 with a deletion bias.

When submitted to a change in population size or mutation rate,
the median WT of both these experiments react similarly to what
is predicted by our model (see Figure B.2) — although the loss of
non-coding bases is limited in the deletion-bias experiment since the
coding proportion is already close to 1.

Figure B.2: Change in coding and non-coding genome sizes in reaction to
changes in N or µ for the different mutational biases. Blue boxes show the
results with a mutational bias (left: insertion bias in InDels, right: deletion
bias in InDels), and gray boxes show the results without mutational bias.
Depicted values are the ratio of the coding/non-coding size at the final
generation over the value at generation 0.
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b.3 temporal data for all tested conditions .

For each of the conditions tested (see Table 1 of the main document,
section 4.2.2), we provide the temporal data of fitness, total amount of
DNA, coding and non-coding sizes as well as the coding fraction for all
50 repetitions. Curves are colored by WT used to start the simulation
(blue: WT1, orange: WT2, green: WT3, purple: WT4, brown: WT5).
Individual simulations are depicted as shallow lines, and the thick
curves show the average value for the Wild-Type.

b.3.1 Control: µ = 10−6 = µ0, N = 1024 = N0, N × µ = N0 × µ0

Figure B.3: Temporal data for µ = 10−6, N = 1024. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.2 µ = 10−6 = µ0, N = 64 = N0/16, N × µ = 1/16N0 × µ0

Figure B.4: Temporal data for µ = 10−6, N = 64. From left to right, top to
bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.3 µ = µ0 = 10−6, N = N0/4 = 256, N × µ = 1/4N0 × µ0

Figure B.5: Temporal data for µ = 10−6, N = 256. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.4 µ = 10−6 = µ0, N = 4096 = 4N0, N × µ = 4N0 × µ0

Figure B.6: Temporal data for µ = 10−6, N = 4096. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.5 µ = µ0 = 10−6, N = 16N0 = 16384, N × µ = 16N0 × µ0

Figure B.7: Temporal data for µ = 10−6, N = 16384. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.6 µ = 2× 10−6 = 2µ0, N = 529 ≈ N0/2, N × µ ≈ N0 × µ0

Figure B.8: Temporal data for µ = 2× 10−6, N = 529. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.7 µ = 2× 10−6 = 2µ0, N = 2025 ≈ 2N0, N × µ ≈ 4N0 × µ0

Figure B.9: Temporal data for µ = 2× 10−6, N = 2025. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.8 µ = 4× 10−6 = 4µ0, N = 256 = N0/4, N × µ = N0 × µ0

Figure B.10: Temporal data for µ = 4× 10−6, N = 256. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.9 µ = 4× 10−6 = 4µ0, N = 1024 = N0, N × µ = 4N0 × µ0

Figure B.11: Temporal data for µ = 4× 10−6, N = 1024. From left to right,
top to bottom : Fitness, total amount of DNA, coding genome size, non-
coding genome size and coding fraction.
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b.3.10 µ = 4× 10−6 = 4µ0, N = 4096 = 4N0, N × µ = 16N0 × µ0

Figure B.12: Temporal data for µ = 4× 10−6, N = 4096. From left to right,
top to bottom : Fitness, total amount of DNA, coding genome size, non-
coding genome size and coding fraction.
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b.3.11 µ = 1.6× 10−5 = 16µ0, N = 64 = N0/16, N × µ = N0 × µ0

Figure B.13: Temporal data for µ = 1.6× 10−5, N = 64. From left to right, top
to bottom : Fitness, total amount of DNA, coding genome size, non-coding
genome size and coding fraction.
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b.3.12 µ = 1.6× 10−5 = 16µ0, N = 1024 = N0, N× µ = 16N0× µ0

Figure B.14: Temporal data for µ = 1.6 × 10−5, N = 1024. From left to
right, top to bottom : Fitness, total amount of DNA, coding genome size,
non-coding genome size and coding fraction.
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b.3.13 µ = 1.6 × 10−5 = 16µ0, N = 16, 384 = 16N0, N × µ =

256N0 × µ0

Figure B.15: Temporal data for µ = 1.6× 10−5, N = 16, 384. From left to
right, top to bottom : Fitness, total amount of DNA, coding genome size,
non-coding genome size and coding fraction. To limit the computational
load, only wild type 3 (WT3) was tested for this parameter set.





C
S U P P L E M E N TA RY M AT E R I A L F O R S T R U C T U R A L
M U TAT I O N S S E T A N E Q U I L I B R I U M N O N - C O D I N G
G E N O M E F R A C T I O N

c.1 probability for a mutation to be neutral

For each type of mutation, we note νmutation its probability to be
perfectly neutral regarding the viability of the individual. We note p1

the first position uniformly drawn on the genome, and p2 and p3 the
second and third when needed. As such, each base has a probability
1
L to be drawn. There are znc non-coding bases, distributed along g
non-coding segments. The computations are provided for 6 types
of mutations: deletions and duplications as well as point mutations,
small insertions, small deletions, and inversions.

c.1.1 Probability for deletions to be neutral

A deletion is neutral if, and only if, the bases deleted are within one
of the g non-coding segments. This means that if the first deleted base
is at a position i, i must be in the non-coding part of the genome, and
the second must be at a position j in the same non-coding region.

νdel(g, zc, znc) = g
znc/g

∑
i=1

(
1
L

znc/g

∑
j=i

1
L

)

=
g

2L2

znc/g

∑
i=1

(
znc

g
− i + 1

)

=
znc

(
znc
g + 1

)
2L2

c.1.2 Probability for duplications to be neutral

A duplication is neutral if, and only if, it duplicates a sequence without
a promoter basis and copies it at any position in the non-coding
regions. The sum over i starts at position 2 to avoid the first base
(promoter), and then all duplications are valid as long as they do not
encompass the next promoter. This probability is then multiplied by
the probability for the insertion point to be in a non-coding region.
Note that there are znc/g+ 1 insertion points in a non-coding sequence
of size znc/g as we can insert just before and just after the sequence.
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νdupl(g, zc, znc) = g
L/g

∑
i=2

(
1
L

L/g

∑
j=i

1
L

)(
g

znc/g

∑
k=0

1
L

)

=
g2

L3

L/g

∑
i=2

L/g

∑
j=i

(
znc

g
+ 1
)

=
g(znc + g)

L3

L/g

∑
i=2

(
L
g
− i + 1

)

=
g(znc + g)

L3

L/g−1

∑
i=1

(
L
g
− i
)

=
g(znc + g)

(
L
g − 1

) (
L
g

)
2L3

=
(znc + g)

(
L
g − 1

)
2L2

c.1.3 Probability for point mutations to be neutral

Point mutations are neutral when they affect a non-coding base, and
deleterious when they affect a coding base. The probability to affect a
non-coding base is znc

L :

νpm(g, zc, znc) = g
znc/g

∑
i=1

1
L

=
znc

L

c.1.4 Probability for small insertions to be neutral

Regardless of their size, small insertions are neutral when outside
a coding segment, and deleterious when within a coding segment.
Note however that there are znc/g + 1 insertion points in a non-coding
sequence of size znc/g as we can insert just before and just after the
sequence.

νindel+(g, zc, znc) = g
znc/g

∑
i=0

1
L

=
(znc + g)

L



C.2 expected contribution to genome size change along evolution 169

c.1.5 Probability for small deletions to be neutral

The maximum size lm of indels events is a parameter of the model.
Here, we assume that znc/g ≥ lm. The rationale here is to calculate
the probability of a neutral deletion by separating all non-coding se-
quences into the znc/g− (lm − 1) first bases that can witness deletions
of size up to lm, and the lm − 1 other bases for which only a subset of
the possible deletions are neutral. Since the length of the deletion is
uniformly chosen between 1 and lm, if the deletion starts from a basis
i close to the end znc/g of the non coding zone, the probability that it

is neutral is
znc/g

∑
k=i

1
lm when znc/g− i < lm

νindel−(g, zc, znc) = g
( znc/g−(lm−1)

∑
i=1

1
L
+

znc/g

∑
i=znc/g−(lm−2)

1
L

znc/g

∑
k=i

1
lm

)

=
g
L

(
znc

g
− (lm − 1) +

1
lm

znc/g

∑
znc/g−(lm−2)

znc

g
− i + 1

)

=
1
L

(
znc − g(lm − 1) +

g
lm

lm−1

∑
i=1

i
)

=
1
L

(
znc − g

lm − 1
2

)

c.1.6 Probability for inversions to be neutral

An inversion is neutral if the two breakpoints are outside coding
regions. Note that the second breakpoint must be different from the
first for an inversion to occur. The probability of the inversion to be
neutral is thus the product of the two probabilities.

νinv(g, zc, znc) =
(znc + g)

L
× (znc + g)− 1

L− 1

=
(znc + g)(znc + g− 1)

L(L− 1)

c.2 expected contribution to genome size change along

evolution

For each mutation changing the genome size, we can compute its
expected contribution per generation to the average genome size
change for a species in terms of base pairs.
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c.2.1 Contribution of deletions to genome size change

This corresponds to the average size of a deletion weighted by the
probability of neutrality times the probability of fixation.

δdel(µ, N, g, zc, znc) = g
znc/g

∑
i=1

(
1
L

znc/g

∑
j=i

1
L
(j− i + 1)P f ix(−(j− i + 1))

)

=
g
L2

znc/g

∑
i=1

znc/g

∑
j=i

(j− i + 1)P f ix(−(j− i + 1))

=
g
L2

znc/g

∑
i=1

znc/g−i+1

∑
k=1

kP f ix(−k)

=
g
L2

znc/g

∑
k=1

znc/g−k+1

∑
i=1

kP f ix(−k)

=
g
L2

znc/g

∑
k=1

(
znc

g
− k + 1

)
kP f ix(−k)

=
1
L2

znc/g

∑
k=1

(znc − g(k + 1))kP f ix(−k)

c.2.2 Contribution of duplications to genome size change

Similarly, this corresponds to the average size of a duplication weighted
by the probability of neutrality times the probability of fixation.

δdupl(µ, N, g, zc, znc) = g
L/g

∑
i=2

(
1
L

L/g

∑
j=i

1
L
(

g
znc/g

∑
k=0

1
L
(j− i + 1)P f ix(j− i + 1)

))

=
g(znc + g)

L3

L/g

∑
i=2

L/g

∑
j=i

(j− i + 1)P f ix(j− i + 1)

=
g(znc + g)

L3

L/g

∑
i=2

L/g−i+1

∑
j=1

jP f ix(j)

=
g(znc + g)

L3

L/g−1

∑
j=1

L/g−j+1

∑
i=2

jP f ix(j)

=
g(znc + g)

L3

L/g−1

∑
j=1

(
L
g
− j
)

jP f ix(j)
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c.2.3 Contribution of small insertions (InDel+) to genome size change

This corresponds to the average size of a small insertion weighted by
its probability of neutrality times its probability of fixation.

δindel+(µ, N, g, zc, znc) = g
znc/g

∑
i=0

1
L

lm

∑
k=1

kP f ix(k)
lm

=
(znc + g)

L lm

lm

∑
k=1

kP f ix(k)

c.2.4 Contribution of small deletions (InDel−) to genome size change

This corresponds to the average size of a small deletion weighted by
its probability of neutrality times its probability of fixation.

δindel−(µ, N, g, zc, znc)

= g

znc/g−(lm−1)

∑
i=1

(
1
L

lm

∑
k=1

kP f ix(−k)
lm

)
+

znc/g

∑
i=znc/g−(lm−2)

1
L

znc/g

∑
k=i

(k− i + 1)P f ix(−(k− i + 1))
lm


=

g
L lm

( znc

g
− (lm − 1)

) lm

∑
k=1

kP f ix(−k) +
znc/g

∑
i=znc/g−(lm−2)

znc/g−i+1

∑
j=1

jP f ix(−j)


=

1
L lm

(
(znc − g(lm − 1))

lm

∑
k=1

kP f ix(−k) +
lm−1

∑
s=1

s

∑
j=1

jP f ix(−j)

)



172 supplementary material for Chapter 4

c.3 joined impact of N and µ on non-coding genome

fraction at equilibrium

Figure C.1: Predicted non-coding fraction at equilibrium for different
values of N and µ. The genome architecture is fixed at zc = 1, 000, 000 and
g = 2, 000, and we have λdupl = λdel = 1.

A change in N or in µ by the same factor results in the same non-
coding fraction.
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c.4 simplified model with only indels (no structural

mutations)

Figure C.2: Measured bias for different non-coding proportions. Genome
architecture is fixed at zc = 1, 000, 000 and g = 2, 000, the mutation rate is
fixed at µ = 1× 10−10 and λindel− = λindel+ = 1. The maximum size of indels
(lm) is 50. znc varies in a logspace from 103 to 109, and four different values
of N are depicted. The black horizontal line shows the potential equilibrium
at B = 1, but is only crossed for Ne = 109.

Except for the highest value of Ne, the bias converges towards 1 as the
non-coding proportion increases but is always below 1: when only in-
dels are modeled, genome size would grow indefinitely in most cases
in our model. Yet, when non-coding segments of the genome are small
compared to the size of indels (znc/g≪ lm), small deletions create a se-
lection for robustness similar to the one of structural mutations: indels
are more numerous as genome size increases but only marginally less
deleterious and so genome growth could counter-selected. As a result,
if the selection for robustness is very strong (very large Ne), it can
counterbalance the difference in neutrality between small insertions
and small deletions and thus there can be an equilibrium genome size,
at a size where the intergenic segments are lower than the maximal
size of indels.

c.5 equations with the full set of mutations

We note M the set of six mutations: duplications, deletions, inversions,
small insertions, small deletions, and point mutations.
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c.5.1 Effective fitness

fe(µ, g, zc, znc) = ∏
i∈M

(1− µ + µ νi(g, zc, znc))
L (C.1)

c.5.2 Overall bias

B(µ, N, g, zc, znc) =
µ L N δdel(µ, N, g, zc, znc) + µ L N δindel−(µ, N, g, zc, znc)

µ L N δdupl(µ, N, g, zc, znc) + µ L N δindel+(µ, N, g, zc, znc)

=
δdel(µ, N, g, zc, znc) + δindel−(µ, N, g, zc, znc)

δdupl(µ, N, g, zc, znc) + δindel+(µ, N, g, zc, znc)

(C.2)

c.6 average size of neurtal mutations

We want to compute the spontaneous contribution of the different
mutations to genome size changes. As non-neutral mutations are
lethal, their size is counted as 0: they cannot change the genome size.
Four types of mutations can change the genome size: deletions and
duplications, as well as small deletions and small insertions.

c.6.1 Genome size change due to a neutral deletion
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c.6.2 Genome size change due to a neutral duplication
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c.6.3 Genome size change due to a neutral Indel−

A small deletion has size k ≤ lm with probability 1
lm so the mean size

is :
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c.6.4 Genome size change due to a neutral Indel+
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After calculation, we have ηindel+ > ηindel− , and since zc/g ≥ 1
unless all coding sections are only composed of promoter sequences,
we also have ηdupl > ηdel. Thus, there exists a neutral bias towards non
coding genome size increase. If phenotypical adaptation was constant,
genomes would tend to gain more new non-coding bases through
duplications than what they lose through deletions. However, we do
not observe an infinite growth of genome sizes, and that is due to a
variation in the probability of fixation of our neutral mutations.



D
E U K A RY O T I C A N C E S T RY I N A F I N I T E W O R L D

foreword

The following work is an ongoing collaboration with Manuel La-
fond, Associate Professor in computer sciences at the University of
Sherbrooke. The project started during an international mobility to
Sherbrooke from April to June 2024 and initially focused on how a
eukaryote population across time, i.e. finding whether there are more
appropriate measures than the average of the population to describe
the evolutionary dynamics. As we read the literature on eukaryote
ancestry studies, we found no framework that takes into account the
whole complexity of possible mutations as well as recombination
events while reconstructing the ancestry of a population. Here, we
propose to study such a population with only recombination but
no approximation on population size or chromosome length — con-
trary to many mathematical approaches — to understand how genetic
information is structured backward in time.

d.1 introduction

Understanding genealogical and genetic ancestry of populations is
central to the coalescent theory, a widely applied model in population
genetics to infer demographic histories (Sigwart, 2009). Several mathe-
matical predictions can be derived from this theory, providing insights
into the evolution of lineages of various populations. For instance, it
is well-known that the genealogical ancestry of asexually reproducing
organisms eventually coalesces into a single individual, with the time
of convergence depending on the population size and structure (Hein
et al., 2004). Sexual reproduction and diploidy complicate the picture,
but several predictions on genealogical ancestry are still possible (Der-
rida et al., 2000; Brunet and Derrida, 2013). Genetic ancestry requires
establishing which ancestors (or even chromosomes) have left genetic
material in the extant population and is often more challenging to
understand. While a single non-recombining genetic segment across a
population coalesces to a single ancestral genome, mimicking haploid
asexual dynamics (Hartfield et al., 2016), recombinations fragment
the chromosome into several ancestral segments that are dispersed
throughout the genealogical ancestors. Modeling the ancestry of a
chromosome in eukaryotic recombining populations is therefore a
challenge, and many questions are unanswered. For example, what
proportion of the ancestral genealogical ancestors is also a genetic an-
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cestor to one extant chromosome or the whole population? Is there an
equilibrium regime regarding the number of segments and ancestors,
and how many generations does it take to reach it?

These questions present overwhelming challenges in both theory
and practice, which often need to be circumvented through simplifying
assumptions or approximations. In particular, several mathematical
predictions assume that variables such as population size, genome
length, or evolutionary time tend to infinity. Notable examples include
a prediction of an equilibrium state in which about a proportion of
about 0.7968 of the population in each generation has extant descen-
dants (Derrida et al., 2000; Brunet and Derrida, 2013), a closed-form
formula for the expected number of ancestral segments of an extant
segment or interest (Wiuf and Hein, 1997), or the distribution of the
surviving segments of an ancestral genome (Baird et al., 2003). More
recently, Gravel and Steel (2015) derived that the proportion of su-
perghosts, which are genealogical ancestors of the whole population
but are not genetic ancestors of anyone, tends to 0.7968, i.e. the pro-
portion of genealogical ancestors, if the population size and the time
tend to infinity. In all these works, studying the limits greatly simpli-
fies calculations that would otherwise be impossible, although it is
sometimes unclear whether these results connect to our finite reality.

Another simplification consists of viewing time as continuous (Hud-
son, 1983), as opposed to the classical Wright–Fisher model, which
models time as a discrete sequence of generations. Several results
were derived in the continuous approximation (Wiuf and Hein, 1997;
Schweinsberg, 2001; Sagitov, 2003), but Davies et al. (2007) have ar-
gued that this can lead to inaccurate predictions of non-local quantities
such as the equilibrium number of ancestors, or of the dynamics to
reach that equilibrium. In terms of results in a finite reality, Chapman
and Thompson (2003), Agranat-Tamir et al. (2024), and Derrida and
Jung-Muller (1999) provided the exact expected number of ancestral
segments or genetic ancestors, but only up to a few generations in
the past, or in the case of a small chromosome length. Notably, the
questions of the expected number of ancestors of a segment and the
expected length of its ancestral segments in the equilibrium state were
raised more than two decades ago by Derrida and Jung-Muller (1999),
but remain completely unanswered, even when allowing the above
simplifications.

In practice, simulations are commonly performed to gain insights
into these difficult questions. However, simulation software for large
diploid populations undergoing recombination also face limitations,
as they are constrained by the significant computational resources
required to maintain the state of individual and segment lineages. For-
ward simulators, which follow the evolution of populations from past
to present, provide a realistic representation of genetic processes Yuan
et al., 2012, but are more time- and memory-intensive, limiting their
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scalability. As a result, several works have focused on the more efficient
backward simulators. Hudson’s classical ms (Hudson, 2002) is often
regarded as a gold standard approach for backwards simulations, as it
simulates the whole ancestral recombination graph exactly. Due to the
limited population size and segment lengths it can handle, dozens of
simulators were subsequently developed to achieve better scalability
through various approximations (see Hoban et al., 2012 for a survey).
One important category of approximate models consists of spatial
algorithms, which simulate local trees on the sites of the segments
from left to right, starting with an initial tree at the first site and then
spawning new lineages on sites affected by recombination (e.g., MaCS
(Chen et al., 2009), SMC (McVean and Cardin, 2005), SMC’ (Marjoram
and Wall, 2006)). These approaches achieve great scalability, but as
argued in (Wang et al., 2014) the effects of these simplifications are not
fully understood. Other approaches, for instance, msms (Ewing and
Hermisson, 2010), fastsimcoal (Excoffier and Foll, 2011), or msprime
(Kelleher et al., 2016), rely on sampling a portion of the population to
achieve efficiency. forqs is one of the few software that can simulate
whole populations exactly Kessner and Novembre, 2014, but only for
a few dozen generations before running out of memory. Recent efforts
have then focused on adding features and realism to the simulators,
for instance, by allowing different recombination hotspots and mi-
gration Shlyakhter et al., 2014, admixing populations Agranat-Tamir
et al., 2024, and others Laval and Excoffier, 2004; Virgoulay et al., 2021.
While it is certainly desirable to incorporate biological realism into
coalescent models, it is still unclear how well the aforementioned
mathematical predictions hold up in a finite universe, and we found
no implementation able to compute the proportion of superghosts at
equilibrium for modest effective population sizes.

In this work, we study those mathematical questions in a finite
universe using exact back-in-time simulations of whole diploid popu-
lations experiencing recombination, tracking genealogical and genetic
ancestry without approximations or sampling. Using a combination
of compressed data structures, algorithmic optimizations, and parallel
processing, our simulator tracks populations as large as one million
individuals, each with multiple chromosomes of hundreds of thou-
sands of sites in length. Our simulation is not limited by the number
of desired generations, allowing us to observe populations until they
reach stable, equilibrium states. This allows us to verify which results
from coalescent theory hold under realistic, finite conditions. We focus
on three aspects: how much time is required to reach an equilibrium
state; how are genetic segments distributed in genetic ancestors; and
what is the proportion of superghosts?
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Figure D.1: Schematic representation of the model. Individuals have a single
pair of chromosomes. Each individual of generation g chooses a parent for
each of its chromosomes at generation g + 1. Marked segments (in red) are
followed in the previous generation. They can be split due to recombination
events or fuse or coalesce into a single one.

d.2 material and methods

We first describe our evolutionary model in detail, along with the
relevant implementation details of our simulator, and then present
our experimental results in the next section.

d.2.1 Model description

We start our simulation from a population of size N, in which each in-
dividual owns c pairs of chromosomes (for a total of 2c chromosomes).
We assume that each chromosome is of the same length Lc.Note
that the length here is the number of possible recombination break-
points along the chromosome and can have several interpretations: the
number of base pairs if we consider that recombination can happen
between any two base pairs; the number of genes if we consider that
the only relevant information is which genes are on which side of the
breakpoint; or any “block” which would represent the space between
recombination hotspots. For simplicity, we will call each position of a
chromosome a base pair in the rest of the paper.

For the genealogical ancestry graph, we use a standard discrete
framework in which we simulate one generation at a time from present
to past, with each generation containing N individuals. The first gener-
ation consists of the extant population, and the count goes backward in
time (so higher generation numbers refer to populations from a more
distant past). To obtain generation g + 1 from generation g, each of the
N individuals from generation g chooses two parents uniformly at ran-
dom, among the N individuals from generation g + 1. The choices are
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made with replacement so that selfing is possible, although this has lit-
tle bearing on the results according to our experiments. Note that our
simulations follow a Wright-Fisher model (Wright, 1931; Fisher, 1923):
all individuals are replaced at each generation, and we assume equal
fitness and panmixia. As such, by definition, our census population
size equals the effective population size.

For genetic ancestry, we “mark” each base pair of each individual in
the extant population and follow them backward in time, considering
recombinations (described below). The base pair at position i of an
individual in a chromosome x is acquired from one of the parents,
from the same base pair position i in either the same chromosome x
or its homologous copy, depending on how the parents recombined.
When viewed backward, this means that each base pair has exactly
one parent among all base pairs present in the parent generation.
Rearrangements that could alter the relative positions of base pairs are
not modeled. The ancestors of the base pairs of the extant population
are called ancestral base pairs. The set of base pairs on the same position
and chromosome across the extant population can be seen as following
a coalescent process, and eventually, they will share a single common
ancestor. This also means that eventually, an ancestral population will
possess exactly c · Lc ancestral base pairs. Note that the model also
allows to “mark” initially only a sample of the initial population. This
allows studying how the extent of the initial sampling of a population
influences the information accessible about the ancestors from that
population.

For our purposes, it is sufficient to track contiguous ancestral seg-
ments instead of individual base pairs. Initially, the base pairs of
an individual are split into exactly 2c contiguous segments, as there
are c pairs of chromosomes per individual, for a total of 2Nc seg-
ments to track when considering the whole population. As we go
back in time, a segment can be split into two or more segments due
to recombination events. More precisely, after an offspring has cho-
sen its two parents (see previous paragraph), for each chromosome
x ∈ {1, 2, . . . , 2c} a number k of recombinations is drawn according to
a rate r of events per base pair per generation. The k recombination
positions are then drawn uniformly at random along the length Lc.
One of the two homologous copies of the chromosome x is chosen
with equal probability for each parent, and each recombination po-
sition alternates the parental chromosome from which a segment is
inherited. This allows us to determine how the segments currently
tracked in the copies of x are partitioned among the chosen parental
chromosome copies (for example, an ancestral segment [i, j] could be
split into [i, l], [l + 1, j] if a recombination occurs at position l). After
each individual is handled, each chromosome in the parental genera-
tion has a list of segments to track. Individuals with multiple children
may contain overlapping segments, for example, it may need to track
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[i, j] and [i′, j′] with i < i′ < j, in which case the two segments are
fused into [i, j′]. In this manner, we only track maximal segments, i.e.,
segments that cannot be extended into a longer contiguous segment
(note that a pair of segments [i, j], [j + 1, j′] will also be fused).

An ancestral individual is a genetic ancestor if it contains at least one
tracked segment, that is, if it has a base pair ancestral to some base pair
from an extant individual. We may also refer to a specific chromosome
copy as a genetic ancestor if it contains a tracked segment.

d.2.2 Experimental design

To test the impact of variation in each of the relevant parameters
(population size N, chromosome length Lc, number of pairs of chro-
mosomes c, and per-base recombination rate r), we take a reference
value for each of them and vary them separately. The reference values
for our experiments are:

• N = 20, 000
• Lc = 10, 000
• c = 36
• r = 1/Lc

The reference population size is based on a usual estimate for human
effective population size (Lynch et al., 2023). Having 36 chromosomes
that undergo on average one recombination per generation also mimics
the human genome, as its length is 36 Morgan, and is similar to what
has been done by Gravel and Steel (2015).

Each combination of parameters is run with 3 different pseudo-
random seeds to avoid degenerated cases and ensure the robustness
of our results. To test the impact of Lc, we let it vary from 5, 000 to
500, 000, keeping the other parameters constant. Note that this does
not reflect the physical length (in terms of base pairs) of the human
chromosomes, as we test here the number of possible recombination
breakpoints, more than the length in base pairs. To test the impact
of N, we let it vary from 20 to 200, 000, 20, 000 being a standard
approximation of human effective population size. Finally, to test
the impact of genome structure, we change the number of pairs of
chromosomes from 1 to 36, keeping the total genome length and
recombination rate constant.

d.2.3 Simulating until the equilibrium state

Since several mathematical results assume that time tends to infinity,
we aim to perform simulations until an equilibrium state is reached.
It isn’t easy to define such a state formally. Still, it can loosely be
described as a state in which simulating further generations would
provide no additional information on our variables of interest because
their values do not change or only vary around a stable average.
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In our experiments, we saw that among our variables of interest,
the number of tracked bases (or more precisely, the sum of lengths of
the tracked segments) usually took the longest time to converge. That
is, the minimum number of tracked bases is Lc × c, as no base can
coalesce with another once it has no “twin” base at the same locus in
any other individual. In other words, a base at position i in an extant
chromosome has at least one ancestral base in the same position
i in the same chromosome pair in any generation. This minimum
will eventually be achieved once all bases at a given position in all
individuals have coalesced.

We therefore define the equilibrium as the number of generations
required to have exactly Lc × c tracked bases across the whole popu-
lation. To estimate the time to reach this equilibrium, notice that for
any position i, there are initially 2N distinct tracked base pairs at that
position. Two of those tracked bases fuse when they choose the same
parental chromosome, and so a fusion should occur with probability
around 1/(2N). This mimics a standard coalescent process, in which
case the waiting time to reach a single individual is linear in N. Hence,
the expected time to reach equilibrium should be proportional to N.
Do note that equilibrium requires coalescence of all positions, and
the coalescence events cannot be treated as independent, so obtaining
an exact formula for the expected time to equilibrium is left as an
open problem. In any case, we choose to run simulations for 200, 000
generations, which is ten times the default population size and should
therefore enable most parameters to converge.

d.2.4 Technical aspects

Our C++ simulator maintains the list of genealogical ancestors and
the list of segments in memory only for the current and previous
generations, which limits memory requirements to a fixed amount
(with an exception for superghosts, see below) 1. We face three major
bottlenecks: computing random numbers, sorting segments, and com-
puting the number of superghosts. Recall that each individual and
chromosome chooses a random parent, along with a random number
and location of breakpoints. This may require hundreds of millions
of random integers per generation, which is too slow using default
libraries. Instead, at the start of a generation, the number of necessary
random integers is calculated in advance, and all random numbers
are computed in large blocks in parallel using the recent P2RNG
library (https://github.com/arminms/p2rng). From the breakpoints,
we infer the segments in the next generation, with possible overlaps.
By sorting these segments, we can determine in linear time which
ones need to be fused, and we used the pattern-defeating quicksort

1 We do maintain statistics at each generation for the program output, but its memory
is linear in the number of generations and is negligible)

https://github.com/arminms/p2rng
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implementation from Peters (2021), which sped up our simulations
significantly.

Counting the number of superghosts was challenging for large
populations. Recall that a superghost is a genealogical ancestor of
the whole population, but is not a genetic ancestor, i.e., it has no
tracked segment. For each individual, we must check whether the
whole population descends from it, which requires storing a set of
size up to N representing its descendants (this set is the union of
descendants of its children). This requires O(N2) space, which is
prohibitively large when N ≥ 100, 000, even using compressed data
structures. Instead, we store the ancestry graph, in which the vertices
are the individuals from all generations, who have an edge towards
their children from the previous generation. One can check whether a
given individual is a superghost by checking which extant individuals
it reaches in this graph. This approach is too slow, however. Instead,
we split the extant population into blocks of size B, a parameter, and
ask: which individuals are ancestors of this whole block? This step can
be parallelized over the blocks, and the ancestors of all the population
are in the intersection of the ancestors of all blocks, making their
computation viable even with N = 1, 000, 000 (we used B = 5, 000).
The astute reader will notice that storing the ancestry graph takes
O(N) space per generation and therefore imposes memory limitations.
However, it is known that after O(log N) generations, individuals are
either ancestors of all or none of the extant population, at which point
we do not need the graph. It was therefore sufficient to store the graph
up to 100 generations, which is fine in terms of memory.

To give an idea of the scalability, we could simulate N = 200, 000, Lc =

500, 000, c = 36, r = 1/Lc for 200, 000 generations in about half a day
on a laptop with 16Gb RAM. The code for the simulator is made
accessible at https://github.com/jluiselli/euktree-simulation.

d.3 results

d.3.1 Time to reach equilibrium

As justified in the previous section, the time at which the equilibrium
is reached, noted Teq, is defined here as the time at which the number
of tracked bases is equal to Lc × c, the chromosome length times the
number of pairs of chromosomes. Indeed, this is the minimal number
of bases followed, and it is an absorbing state since no more bases can
coalesce once this is reached. We compare Teq for different population
sizes, as it is the only parameter that significantly impacts the time to
reach the equilibrium in our experiments.

As shown in Figure D.2 (left), the number of base pairs decreases
very fast initially but starts to decrease more slowly as it gets closer to
the minimum Lc × c. As such, the equilibrium is not reached within

https://github.com/jluiselli/euktree-simulation
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the 200, 000 generations of the simulation for N ⩾ 20, 000, despite it
being seemingly very close for N = 20, 000. Noting that Teq seems to
depend linearly on N for N < 20, 000, we use the measures of Teq for
N < 20, 000 to fit a regression of Teq as a function of N (see Figure D.2
right). For N = 20, 000, we predict Teq ≃ 570, 000, for N = 100, 000,
Teq ≃ 2, 800, 000 and for N = 200, 000, Teq ≃ 5, 700, 000. Although our
simulator could reach these numbers of generations, we believe that
going so far in the past is not relevant to biological data, as species
evolve and undergo major changes within these time frames. This also
suggests that in some cases, mathematical results that require the time
T to tend to infinity may sometimes require T to be extremely large to
be applicable.

Figure D.2: (left) Number of ancestral bases followed across time. Note
that the equilibrium is not reached for the three larger population sizes of
N ⩾ 20, 000. (right) Time at which the equilibrium is reached for different
population sizes and the associated linear regression.

Since for the reference population size N = 20, 000, the equilib-
rium is reached at the end of our simulations (T = 200, 000), we will
compare data at T = 200, 000 for the rest of the manuscript. Detailed
temporal data provided in the Supplementary Materials (Section E.1)
support that the variables of interest are stable around this time. Ad-
ditionally, differences in the measured variable of interest appear very
early in the simulations, showing that the tendencies we describe
are already relevant a few generations in the past, thus at relevant
biological time scales.

d.3.2 Segments lengths and distribution

We now turn our attention to how the genetic information from the
extant generation is distributed among the ancestors. This information
can be more or less fragmented as it is spread across more or less
segments, i.e., contiguous portions of bases that are ancestral to extant
individuals, which are themselves distributed among the ancestors.
The question of tracking the genetic ancestry of a genetic segment
of interest was initiated by Wiuf and Hein (1997). The authors focus
on the history of a single chromosome from a single individual and
discuss the fact that, at equilibrium, the rate at which segments get
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separated by recombinations should roughly match the rate at which
they coalesce (which occurs when segments spanning two adjacent loci
choose the same parent). Therefore, although the number of segments
can oscillate, the mean number of segments across the population
should converge to a well-defined value going far enough back in
time. Similar reasoning applies to the mean length of the segments and
to the number of ancestral chromosomes or individuals that possess
these segments.

Wiuf and Hein (1997) assume that the population size N and the
chromosome length Lc tend to infinity. The recombination rate is also
assumed to tend to 0 as its growth should be inversely proportional
to Lc. In the following, we will fix that r = 1/Lc. Under all these
assumptions, the main predictions of interest for our purposes are
that, at equilibrium: (1) the mean number of segments across the
population is proportional to N; (2) the mean number of ancestral
chromosomes is proportional to N/ log(N)2. Let us also mention
that Derrida and Jung-Muller (1999) comes to similar conclusions,
albeit with a different approach based on spin models in physics. They
also propose approximations for the mean number of segments and
their length in the case of finite populations, but, to our knowledge,
the question of obtaining exact and efficiently computable means for
given — and finite — N, r, and Lc remains open.

We consider here the number and average length of ancestral seg-
ments after 200, 000 generations back in time. At equilibrium, the total
length of the ancestral segments converged towards 2cLc base pairs.
Note that unlike Wiuf and Hein (1997), we track the whole population
instead of a single individual, but since we track the same number of
bases at equilibrium, comparing their predictions with our empirical
values is meaningful.

number of segments and ancestral chromosomes . Fig-
ure D.3 compares the predicted mean number of segments across the
population, at equilibrium, with those obtained in our simulations.
On the left, we see that the total number of segments does grow as
the population increases. Indeed, as the population size increases,
the probability for two ancestral segments to coalesce decreases. On
the other hand, the probability for a segment to split solely depends
on chromosome length and recombination rate and is thus constant,
resulting in more but shorter ancestral segments. As N gets larger, the
number of segments appears to grow more slowly and diverges from
the prediction. A possible intuitive explanation is that Lc is fixed in
our analysis, and so the maximal number of segments is fixed. For
a very large N, every segment would be of size 1, and increasing N

2 Let us note that Wiuf and Hein give the values in terms of R, the expected number of
recombinations per Ne generations, the effective population size. This value tends to
rLc Ne, and since rLc = 1 we estimate this as N.
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Figure D.3: Average number of segments at equilibrium, with respect to the
population size (left) and chromosome length (right), with r = 1/Lc. Note
that the computations of Wiuf and Hein (1997) are valid for one chromosome
per individual. Since we have 36 pairs of chromosomes, we multiplied the
prediction by 72. Temporal data for the number of segments are provided in
the Supp. Figure E.1.

further does not increase the number of segments as they cannot split.
Here, we are probably approaching this limit, and some segments are
too small to split — hence, the split rate is not constant but decreases
with the number of segments. This suggests that N and Lc must grow
together for the prediction of Wiuf and Hein (1997) to hold.

On the right of Figure D.3, we recall that the prediction of the total
number of segments does not depend on the chromosome length in
Wiuf and Hein (1997) (assuming r = 1/Lc). The plot suggests that our
simulations could reach the prediction once chromosomes are large
enough (Lc > 106 or above), which is a very high number of possible
breakpoints along a chromosome. This reiterates the need to be careful
when using such predictions with finite parameters.

Figure D.4: Average number of ancestral chromosomes that possess extant
genetic material, with respect to the population size (left) and chromosome
length (right), still with r = 1/Lc. Note that the computations of Wiuf and
Hein (1997) are valid for one chromosome per individual. Since we have 36
pairs of chromosomes, we multiplied the prediction by 72. Temporal data of
the number of ancestral chromosomes in our simulations are provided in the
Supp. Figure E.2.
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Figure D.4 on the left shows the comparison between the mean
number of ancestral chromosomes (i.e., that possess at least one seg-
ment) in our simulation and the prediction of Wiuf and Hein (1997).
We find that the prediction is quite accurate, even for small population
sizes. There is probably a limit to this accuracy: when Lc is fixed, the
maximum number of possible ancestors is also fixed, and so the latter
cannot keep increasing with N. Nevertheless, the plot suggests that
this phenomenon occurs only when N gets very large, and in this case,
the prediction appears usable on finite populations.

According to Wiuf and Hein (1997), the predicted number of an-
cestors does not depend on Lc when r = 1/Lc, whereas we observe
that this value increases with chromosome size (Figure D.4, right). It
is plausible that if we considered even larger Lc values, the number of
ancestors would converge to a constant. Moreover, the plot suggests
that this value of convergence could be close to the prediction, i.e.,
within a small constant factor. The discrepancy could be due to the
fact that here, N is fixed. It is possible that a larger N would get us
closer to the prediction.

Figure D.5: Average segment length (in proportion of chromosome length)
with respect to population size (left) and chromosome length (right). The
segment sizes are divided by Lc to provide comparable measurements. For
ease of reading, gray lines illustrate the correspondence in absolute segment
size. Temporal data are provided in the Supp. Figure E.3.

segment lengths . We now turn to the average length of seg-
ments at equilibrium, as seen in Figure D.5. When Lc remains fixed
and the population grows, predictions state that the average segment
length should tend to 1, as the probability of two segments coalescing
into the same parent becomes much smaller than the probability of
two consecutive bases being separated by a recombination. This trend
is confirmed in Figure D.5 on the left, where early on a linear decrease
in segment length is observed until it stabilizes close to 1, i.e. 1× 10−4

of chromosome length.
On the right, we exhibit the relationship between segment length

and chromosome length. Here, we measure segment lengths in the
percentage of chromosome size, as our different sizes could represent
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the same physical chromosome length but with different distributions
of potential recombination breakpoints. That is, recall that we assume
a constant recombination rate of 1/Lc and thus chromosomes of a
size of 1 Morgan regardless of Lc. This implies that, for example, a
segment of size s is much more likely to be broken on a chromosome
of size 10, 000 than on a chromosome of size 100, 000, which makes
the length proportion more meaningful than the absolute values.

We could expect the average segment length to be a constant propor-
tion of the chromosome length, as the probability to coalesce depends
solely on N, while the probability to split depends on segment length
(s) and chromosome length (Lc) and should be s

Lc
. However, this sec-

ond statement does not hold, as a segment of size s = 1 cannot be
split. As a result, there is a limit-induced effect when the average seg-
ment length is small in absolute value: as when there is a significant
proportion of segments of size 1, their average split rate is lower while
the coalescence rate remains constant. This results in larger segments
(in proportion on chromosome length) for shorter chromosomes, as
demonstrated in Figure D.5 right. As chromosome length increases,
the intensity of this border-induced effect decreases, and the average
segment should converge to a constant proportion of chromosome
length. Indeed, we can see that this value is very close for Lc = 100, 000
and Lc = 500, 000.

This shows that the number of possible breakpoints along a chromo-
some (or the chromosome length) makes a difference in our variables
of interest, and so the measure of chromosome length in terms of Mor-
gan is not enough to determine the behavior of the genetic ancestry of
a population along a chromosome.

Figure D.6: Number of ancestral segments (left) and proportion of chro-
mosomes that are genetic ancestors (right) for different genome structure.
Other parameters are fixed at c× Lc = 200, 000 , r = 1/Lc and N = 20, 000.
The temporal data are presented in Supp Figure E.4.

impact of the number of chromosomes . Finally, the genome
structure could change the distribution of ancestral segments in the
population, as breaking the genome into chromosomes effectively adds
obligatory recombination points. To test this, we compare simulations
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with different numbers of chromosomes but a constant total genome
size and average number of recombination per generation. To our
knowledge, this question has not been studied in the literature, either
in theory or in practice.

Interestingly, the additional breakpoints (between the chromosomes)
have little to no effect on the number of segments (see Figure D.6, left),
probably because their number is negligible compared to the total
number of possible breakpoints. Yet, genome structure does impact
the distribution of ancestral genetic material as it changes non-linearly
the probability of a chromosome to be a genetic ancestor: having 1
chromosome instead of 2 does not double its probability to be a genetic
ancestor (see Figure D.6, right), contrary to what would be expected
with a constant number of segments uniformly distributed within
the chromosomes. This makes the distribution of ancestral segments
very difficult to study analytically, hence the need for simulations
to understand it and the impact of complex parameters such as the
genome structure.

d.3.3 Ghosts and superghosts

We now turn to ghosts and super-ghosts, as introduced in (Gravel
and Steel, 2015). A ghost is an individual from a past generation that
is a genealogical ancestor of at least one individual from the extant
population, but that is not the genetic ancestor of any individual,
i.e. that does not possess any ancestral segment. A super-ghost is a
ghost that is a genealogical ancestor of every individual of the extant
population. That is, super-ghosts are common ancestors of everyone,
but they leave genetic material to no one.

impact of the chromosome length and population size .
In (Gravel and Steel, 2015), Proposition 2.2 states that

lim
N→∞

lim
T→∞

q(N, T) ≃ 0.7968,

where q(N, T) is the probability that a randomly chosen individual
in a population of size N at time T is a super-ghost, assuming that
the chromosome size Lc is an arbitrary constant. Recall that 0.7968 is
the equilibrium proportion of genealogical ancestors. In essence, this
is saying that if we look far enough in the past and populations are
large enough, virtually all ancestors that have descendants leave no
genetic material in those descendants.

Importantly, the proof requires Lc to be fixed, the argument being
that at equilibrium, a total of only Lc bases eventually remain in
circulation, making the number of possible genetic ancestors constant,
whereas N grows to infinity. Figure D.7 (top) confirms that if Lc

is small compared to N, then the proportion of super-ghost does
approach 0.796 after enough time (this is mostly visible for Lc = 10,
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with N = 20, 000). On the other hand, it is clear that this value is much
harder, and perhaps impossible, to reach as Lc grows and N remains
fixed. The most extreme Lc = 500, 000 does not reach a proportion of
super-ghosts beyond 0.05. In a finite universe, N/Lc does not tend to
infinity, so it may be relevant to study the proportion of super-ghosts
with respect to this ratio.

The authors also ask whether their result could hold when Lc is not
fixed — specifically, the question is whether the same result holds in
the continuous limit where genomes are represented as the set of real
numbers [0, 1], while still letting N tend to infinity (and maintaining
the proportions of the recombination rate to one recombination per
chromosome per generation).

Figure D.7: Proportion of super-ghosts across time for different chromo-
some sizes (top) and population sizes (bottom). Note that N is fixed at
20, 000 on the left, and Lc at 20, 000 on the right. The shorter the chromosomes,
the higher the percentage of super-ghosts, and he greater the population
size, the higher the percentage of super-ghosts. Note that due to the large
differences in values, the scale differs between the two plots.

To gain more insight on this question, Figure D.7 (bottom) shows
the evolution in time of the proportion of super-ghosts as the popu-
lation increases. Note that this analysis uses Lc = 10, 000 and c = 36,



192 eukaryotic ancestry in a finite world

so the number of bases in the equilibrium is 360, 000, a relatively
large number that allows studying the behavior of super-ghosts as
genomes allow numerous breakpoints. We see that the proportion of
super-ghosts never goes above 0.1, well below 0.769. We reached an
equilibrium for populations up to N = 20, 000, but larger populations
require much longer to attain equilibrium (see Section D.3.1). This
analysis on large Lc suggests that there are two possibilities in the
continuous limit of genome sizes: either the limit of q(N, T) is strictly
smaller than 0.769; or this proportion can be approached arbitrarily
closely, but very slowly, that is, with extremely large populations and
after waiting an extended amount of time.

Either way, we believe that more work is needed to predict the
number of super-ghosts in realistic population sizes. It would be
expected that the relevant parameter for biological populations would
be the effective population size Ne. Our population follows a Wright-
Fisher model, hence, the population size and the effective population
size are the same. While Ne = 20, 000 is a standard approximation of
the effective population size of humans, the effective population size
of some unicellular eukaryotes could be as large as tens or hundreds
of millions (Lynch et al., 2023).

Figure D.8: Proportion of individuals that are genetic ancestors for different
genome structures. Other parameters are fixed at r = 0.0001, c × Lc =
200, 000 and N = 20, 000. Note that the difference in percentage is low but
consistent: the more fragmented the genome is, the higher is the proportion
of genetic ancestors.

impact of the number of chromosomes . In (Gravel and
Steel, 2015), the model genome mimics a human genome with 36
pairs of chromosomes of size 1 Morgan to represent the 23 pairs
of chromosomes of different sizes that undergo in total on average
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36 recombination events per generation. Up to now, we have used
the same approach for our simulation. Yet, the way chromosomes
are partitioned could change the results, as shown in the previous
section (Figure D.6). Figure D.8 shows that genome structure also
changes the equilibrium fraction of super-ghosts due to a change
in the number of individuals that are genetic ancestors. The more
fragmented the genome is, the more genetic ancestors we have, and
hence, the fewer super-ghosts. This cannot be explained solely by the
additional breakpoints created by the presence of chromosomes, as the
number of segments is sensibly the same with the different number of
chromosomes (Figure D.6).

An explanation for our observations is that the ancestral segments
are not distributed uniformly along the genome. To demonstrate that,
let us assume the distribution is uniform. If we have one chromosome
per individual, four ancestral segments, and a population size of
10, each individual has a probability 4

10 to be a genetic ancestor. If
we now have 2 chromosomes per individual but the same number
of segments, each chromosome has a probability 4

20 to be a genetic
ancestor, hence each individual still has a probability 4

10 to be a genetic
ancestor. As this does not fit with our observations, the distribution of
segments must not be uniform, which is expected since the probability
to recombine between two segments and break their linkage depends
on their physical distance.

To conclude, the approximation of using 36 same-sized chromo-
somes instead of 23 to model the human genome is questionable if
the aim is to study the distribution of ancestral genetic material. This
subtlety should be taken into account by future models.

d.4 discussion

Our work showed that many common approximations in the study
of eukaryotic ancestry can have unexpected and unpredicted impacts
on commonly studied variables and should thus be taken more into
consideration when studying populations. Indeed, having a finite
rather than an infinite population size (N) considerably changes the
probability of ancestral segments to coalesce, hence changing their
equilibrium number, size, and distribution. Similarly, the chromosome
length (Lc), i.e. the number of possible breakpoints when studying
recombination events, changes the probability to recombine between
any two loci in the genome, which has a similar effect. Despite this, in
our results, chromosome length has a significantly narrower impact
on the ancestral segments distribution than population size. Therefore,
approximating chromosomes with a continuous space (i.e. having
infinite sized chromosomes) yields less questionable approximations
than assuming an infinite population size.
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Changes in the ancestral segment distribution, whether provoked
by Lc or N, also change the proportion of genetic ancestors of the
population (or the proportion of super-ghosts, as defined by Gravel
and Steel (2015)). As such, it impacts the amount of information
about past generations that is attainable by sampling and sequencing
the extant population. Some invisible alleles probably transitively
impacted selection and species adaptation to a given environment,
advantaging some of the genealogical ancestors of the population, and
yet were never transmitted to the extant population. A perspective of
our work in this direction would be to carry out similar experiments
but with an initial sample of the population instead of the whole
population. This would allow retrieving the minimal proportion of
individuals to sample to have the maximal amount of information on
the ancestors at equilibrium.

Finally, this work opens the way to other interesting perspectives.
The simulator could be extended to allow for the superimposition of
neutral mutations on the ancestral graph, thus enabling the computa-
tion of polymorphism data. Indeed, polymorphism data are widely
used to reconstruct species histories (Muller et al., 2006; Leaché and
Oaks, 2017), and recent simulators allow for explicit sequence simu-
lation and recombinations (Haller and Messer, 2023). However, more
theoretical work is still needed to understand the impact of population
size, of chromosome length, and of their interaction with recombina-
tion on polymorphism data. Similarly, many more extensions of the
model could be proposed to perform large-scale simulations of ances-
tral graphs with recombination, including e.g. a population structure, a
more detailed genomic structure (with chromosomes of different sizes
and/or sex chromosomes, etc.), or the addition of a fitness function
and non-neutral mutations.

Overall, we believe that more extensive studies on the reconstruc-
tion of eukaryotic ancestries are necessary to understand the classical
approximations used in most studies. This would allow us to con-
sciously, and on a case-by-case basis, choose which approximations
are reasonable for ease of computing and which would have a too
large impact on the results and should be avoided.
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e.1 temporal data

e.1.1 Number of ancestral segments across time

Figure E.1: Number of segments across time for different population sizes
(left) and chromosome lengths (right). Note that due to large variability for
the different population sizes, the scale on the left plot is logarithmic.

e.1.2 Number of chromosomes that are genetic ancestors across time

Figure E.2: Number of chromosomes that are genetic ancestors across time
for different population sizes (left) and chromosome lengths (right). Note
that due to large variability for the different population sizes, the scale on
the left plot is logarithmic.
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e.1.3 Average segment length across time

Figure E.3: Average length of ancestral segments across time for different
population sizes (left) and chromosome lengths (right), in proportion of
chromosome length. Note that the scales are logarithmic.

e.1.4 Impact of the number of chromosome

Figure E.4: Number of ancestral segments (left) and proportion of chromo-
somes that are genetic ancestors (right) across time, for different genome
structures. The number of pairs of chromosomes varies, while the total
genome size is fixed at c× Lc = 200000, and the total per genome recombi-
nation rate at 20 per generation (r = 1/Lc).
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f.1 full wild-types data

Figure F.1: Averages fitness (A), genome size (B), coding fraction (C), and
coding size (D) for all 10 populations during 1, 000, 000 generations after
their diploidization.

We expect Wild-Types to have a stabilized genome structure. Each of
them is relatively stable, except WT3, which undergoes wide varia-
tions in genome size and structure (B and C). We quantify this unusual
behavior by measuring the variance in genome size along the experi-
ment:
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Figure F.2: Variance in genome size along 1, 000, 000 generations for the 10
different populations

Since WT3 has a very high variance in genome size and structure
while the others are stable, we exclude it from further analyses. Full
results with WT3 included will however always be presented in the
supplementary material.

f.2 trajectories of fitness and genomic components af-
ter the introduction of self-fertilization

Figure F.3: Averages changes in fitness (A), genome size (B), coding size (C),
and non-coding size (D) for the 3 different selfing rates (5 repetitions for
each of the 9 wildtypes — WT3 excluded), measured for 500, 000 generations.
The colored area shows the standard deviation from the mean value.



F.3 variance within the populations 199

f.3 variance within the populations

Figure F.4: Variance of fitness (top) and total genome size (bottom) within
the populations, without (left) or with (right) the degenerated WT3, at
generation 500, 000.

f.4 variations in total , coding and non-coding dna ,
with wt3 included

Figure F.5: Changes in total, coding and non-coding DNA for all simula-
tions run after 500, 000 generation, colour-coded for WT lineage. These data
include WT3, which presents an atypical behaviour.
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f.5 mann-whitney-u tests for pairwise differences be-
tween selfing rates

0 to 0.5 selfing rates 0.5 to 0.95 selfing rates 0 to 0.95 selfing rates

Coding DNA ratio 0.0072 0.2110 0.0003

Non-coding DNA ratio 0.0009 0.6925 0.0067

Total DNA ratio 2.6 × 10−5 0.6311 0.0005

Table F.1: P-values for Mann-Whitney-U tests between the different selfing
rates, for data at generation 500, 000 and 5 replicates for each of the 9 wild-
types (excluding WT3). Differences that are significant after a Bonferroni
correction are in bold.

f.6 mutational robustness

Measured mutational robustness, i.e. ratio of fitness before and after a
mutation. For each mutation type, 10, 000 mutations were performed
on random individuals for each of the 50 simulations. WT3 is included
in these measures, which does not impact the results.

Figure F.6: Measured mutational robustness to any mutation. For each of
the 50 simulations, 10, 000 mutations of each type are performed on ran-
dom individuals, and we compare the fitness before/after the mutation.
Plotted values are the proportion of mutation landing in each of the 4

categories based on their selective coefficient s: lethal (s ⩽ −0.999), delete-
rious (−0.999 < s ⩽ −0.001), neutral (−0.001 < s ⩽ 0.001), or beneficial
(s > 0.001).

Figure F.7: Measured mutational robustness to a switch. For each of the 50
simulations, 10, 000 mutations are performed on random individuals, and
we compare the fitness before/after the mutation.
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Figure F.8: Measured mutational robustness to a small insertion. For each of
the 50 simulations, 10, 000 mutations are performed on random individuals,
and we compare the fitness before/after the mutation.

Figure F.9: Measured mutational robustness to a small deletion. For each of
the 50 simulations, 10, 000 mutations are performed on random individuals,
and we compare the fitness before/after the mutation.

Figure F.10: Measured mutational robustness to an inversion. For each of
the 50 simulations, 10, 000 mutations are performed on random individuals,
and we compare the fitness before/after the mutation.

Figure F.11: Measured mutational robustness to a duplication. For each of
the 50 simulations, 10, 000 mutations are performed on random individuals,
and we compare the fitness before/after the mutation.



202 supplementary materials for Chapter 7

Figure F.12: Measured mutational robustness to a large deletion. For each of
the 50 simulations, 10, 000 mutations are performed on random individuals,
and we compare the fitness before/after the mutation.

f.7 recombination efficiencies

Figure F.13: Distribution of the number of tries before finding appropriate
recombination points for the different selfing rates.

Figure F.14: Distribution of the alignment scores at the recombination
points for the different selfing rates.

Figure F.15: Distribution of the alignment scores at the recombination
points for the different selfing rates, zoomed on the lowest scores.
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f.8 replicative robustness

Figure F.16: Measured consequence of a replication event when comparing
the fitness of the offspring to the fitness of its parents, in case of forced
outcrossing (comparison with the best of both parents). The comparison
is done similarly to mutational robustness: the selective coefficient of the
replication event is the ratio of the fitness after and before the replication
event minus 1. Plotted values are the proportion of replication landing in
each of the 4 categories based on their selective coefficient s: lethal (s ⩽
−0.999), deleterious (−0.999 < s ⩽ −0.001), neutral (−0.001 < s ⩽ 0.001), or
beneficial (s > 0.001).
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